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ARO Editorial Words 

 

Dear Esteemed Readers, 

It is with great pride and enthusiasm that we present to you the 23rd issue of Aro – The Scientific Journal of 

Koya University. This latest edition reflects the growing recognition and impact of Aro as a trusted platform 

for advancing scientific knowledge. Our journal has reached notable milestones, including 1,440 citations on 

Google Scholar with an h-index of 15, alongside 650 citations tracked by Web of Science (Clarivate 

Analytics). These achievements highlight the commitment of our contributors, reviewers, and editorial board 

to maintaining the highest standards of academic publishing. 

Aro’s success is a collective testament to the dedication and collaboration of our scholarly community, both 

locally and internationally. As a leading journal in the Kurdistan Region of Iraq and beyond, we are honored 

to contribute to the dissemination of research that addresses critical challenges, fosters innovation, and 

inspires new directions in science and engineering. 

This issue features 26 diverse publications, with significant contributions in fields such as chemistry, physics, 

artificial intelligence, electrical engineering, and microbiology. These articles embody the multidisciplinary 

essence of Aro and demonstrate the caliber of work that our platform continues to attract. 

As we celebrate our achievements, we remain committed to furthering excellence. Aro is continually 

evolving to expand its scope, refine its peer-review process, and foster a vibrant academic community. We 

encourage researchers from diverse disciplines and regions to share their pioneering work with us, confident 

that Aro offers a platform that amplifies their impact and connects them to a global audience. 

We express our deepest gratitude to our authors for entrusting us with their valuable research, and to our 

reviewers for their meticulous and constructive evaluations. Your contributions are the cornerstone of Aro’s 

success and reputation as a journal of integrity and quality. 

As part of our mission, Aro remains steadfast in its commitment to open access, ensuring that research is 

freely available to academics, professionals, and the public worldwide. By providing this accessibility, we 

aim to foster collaboration, inspire innovation, and contribute to the advancement of society. 

Looking ahead, we are excited about the opportunities to further enhance Aro’s role as a hub for scholarly 

excellence. Together, let us continue to shape the future of research and knowledge dissemination. 

 
Dilan M. Rostam 

Editor-in-Chief 
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Thermal Dynamics in Optical Networks: Analyzing 
Spectral Bandwidth Reduction and Signal Distortion

Abdulrazak A. Mohammed1 and Ghassan A. QasMarrogy2†

1Department of Communication and Computer Engineering, Faculty/College of Engineering/Cihan University-Erbil, 
Kurdistan Region, F.R. Iraq 

2Department of informatics and Software Engineering, Cihan University-Erbil, 
Kurdistan Region, F.R. Iraq

Abstract––The signal distribution of any fiber-optic network 
system is an important factor in optical communication, which 
determines the quality of the optical signal transmission. One of 
the important effects is the temperature degrees; that effect is on 
the main parameters of optical communication (of which the fiber 
optic is the main part). The main material in fiber optics is glass. 
And as is well known, temperature has a strong effect on the glass, 
especially the core of fiber optics, because the structure of fiber 
optics contains several glass layers with different refractive indexes. 
Hence, in the present article, the effect of temperature on the optical 
signal and other components of the optical network system has been 
analyzed and studied. The analysis includes aberration, dispersion, 
and distortion of the optical network communication signal. The 
result has been discussed and analyzed for variables in the BW of 
the spectral when the temperature changed.

Index Terms—Aberration, Dispersion, Fiber-optic’s 
networks, Optical signal transmission, Temperature effects.

I. Introduction
The effect of temperature on the communications system 
is a clear and real fact due to the environmental condition 
of the optical system field (Ghassemlooy et al., 2019). The 
different temperature degrees have an important effect (The 
range between (heating) high temperatures and (freezing) 
low temperatures). It is very important to measure the effect 
of thermal on each part of the fiber-optic communication 
system: transmitter (light source), link (fiber optics), and 
receiver (photo detector), as shown in Fig. 1 (Winzer, 2014).

There are several sources of thermal effects; it depends on 
the components of the optical communication system. In other 
words, the effect of the thermal effect depends on many factors, 
such as the type of component materials, the duration of the 

thermal effect on the optical signal, and the way of the effect 
(direct or indirect) on the optical components (Yang et al., 2011).

In the present paper, the effect of a variable temperature 
degree on the optical signal (during analyzing the effect of 
thermal on the optical components) has been simulated and 
analyzed. The result factors (of optical signal) that have been 
analyzed are aberration and dispersion. Which also the result 
can show the quality of the optical signal and the reduction 
of it due to the thermal effect analyzed on the image plane. 
The seriousness of this research is to show the thermal 
effects on the optical signal of the fiber-optic communication 
network and to design a fiber-optic network with a minimum 
loss (as possible) in the optical signal.

This paper gives a better understanding of rising data 
transmission needs, the impact of temperature variations on 
data transmission, the advancements in network design, and the 
prediction of the modeling of fiber-optic networks. The present 
paper is structured into paragraphs. Paragraph two presents 
the related work about the thermal effect; Paragraph three 
presents the optical network structure; Paragraph four explains 
the main fiber optic and thermal effects; and Paragraph five 
shows the results and analysis. In the final sixth paragraph, the 
conclusion and future work of the paper were presented. Most 
previous researchers have studied the effect of thermal energy 
on the optical system or the general properties of the optical 
communication system. However, this article works on the 
properties of optical signals, such as bandwidth dispersion and 
intensity distribution at the image plane of the optical system.

II. Related Work
In recent years, many researchers have conducted a 

different type of simulation on the thermal effect on the fiber-
optic signal. In Ref. (Fokoua et al., 2018), the author plains 
the reactivity of thermal delay of propagation and phase in 
fiber optics with a band of hollow-core photonic, where the 
results showed that the propagation delay is complete delay 
in sensitive to variation temperature degrees. In Ref. (Fokoua 
et al., 2019), the propagation delays thermal response and 
the hollow-core photonic band gap fiber phase accumulated 
through adequate fiber design with explanation, and the 
result shows the extraordinary prospects given by this exotic 
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Fig. 1. Fiber optics communication system (Winzer, 2014).

property. In Ref. (Clark et al., 2019), the author shows more 
temperature tolerance variation using hollow-core in very 
fast fiber-optical communication systems, and the results 
show the transmission of error-free short packets with less 
than 625 ps clock recovery time in 25.6  gb/s real-time 
systems. Finally, in Ref. (Zhu et al., 2019), a comparison 
was held between the standard single-mode fiber (SMF-28) 
and the sensitivity of the thermal phase for hollow-core fiber 
(HCF) 180°C up to room temperature. The results show that 
temperature changes affect the thermal phase sensitivity of 
fibers without any coating, whereas HCF is fully insensitive 
to small temperature fluctuations.

III. Optical Network Structure
This section will present a fully comprehensive discussion 

of the optical fiber network structure and its properties.

A. Properties of Optical Signal Distribution
As usual, the light is the main source of the fiber optics, 

which generates the optical signal, where the light is an 
electromagnetic wave as a part of the electromagnetic 
spectrum. The main characteristics of electromagnetic waves 
are wavelength, frequency, and energy. The electromagnetic 
spectrum contains light waves (visible light), radio waves, 
microwaves, infrared rays, UV rays, Gama rays, and x-rays 
(Gurevich et al., 2018). Fig.  2 shows the various bands of 
light waves, such as the ray (incoherent) or beam (coherent) 
(Zhang et al., 2019).

The propagation of the light distribution through the 
medium counts on Snell’s Law, by describing the refraction 
relationship between two materials’ different refractive 
indexes, as shown by equation (1) (Stigloher et al., 2016).

n1 sin ϕ1= n2 sin ϕ2� (1)
Where n1 and n2 are refractive index for incident medium1 

and refracted medium2, respectively, φ1 and φ2 are incident 
angle and refracted angle, respectively, as shown in Fig.  3 
(Xu et al., 2019). Hence, the light will be distributed among 

Fig. 2. Coherent versus incoherent light wave (Zhang et al., 2019).

Fig. 3. Light ray behavior (refraction and reflection at a material surface 
(Xu et al, 2019)).

the several materials, and this distribution depends on the 
variable value of the incident angle of the light layers 
(material).

The principle of light travel in any material depends on 
how fast it travels, whether it is insulating or dielectric on 
entering. Hence, the light goes through any material at a 
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slow speed, and the percentage of this decrease depends on 
the value of the refractive index material of the medium. The 
speed of light in the material denoted by (v) is less than the 
speed of light in a vacuum (c). Moreover, the ratio of light 
speed in the vacuum over the light speed in the material will 
give a value of the refractive index (n) of the material as 
given by equation (2) (11).

=
cn
v � (2)

B. Light Behavior and Dispersion
When the incident angle increases, the refracted angle 

will also increase until the refracted ray is parallel to the 
horizontal axis, and any increase after that will result in total 
reflection and the angle called the critical angle. This case 
is called total internal reflection (Martin‐Fernandez et al., 
2013), as shown in Fig. 4.

This case happens in the fiber optics, whereas the light 
transmuting throws it; therefore, there will be multiple 
refractions and reflections that produce an aberration and 
dispersion in the optics signal. To understand the dispersion, 
we have to imagine two light rays incident on the fiber with 
different incident angles (ray B perpendicular on the fiber into 
the center of the fiber (core) and ray A inclined), whereas the 
fiber has multi-material (refractive index); therefore, the two 
rays will move inside the fiber, but with the various optical 

paths, that means the ray A will reach the end fiber faster 
than ray B. Due to this, the different separation between ray 
A and ray B is called dispersion (Potsaid et al., Thorlabs Inc., 
2015), as it is shown in Fig. 5.

The fiber optic has a different layer of refractive index, 
distributed as a radial distribution; therefore, when light is 
incident on the fiber, it will move inside the fiber (by multiple 
refractions) until it reaches the end with dispersion. Because 
each ray has its own optical path and they will not be reached 
(to the end of the fiber) at the same time, the difference in 
the time of the ray moving is equal to Δt (Keiser, 2006), so 
Δt is equal to:

1

2 1 2( )( )
∆ =

−
Lnt

cn n n � (3)

Where n1 and n2 are the refractive indexes of the first and 
second materials, L is the length of the fiber optics, and S is 
the speed of the light in the vacuum.

In general, the dispersion will be various in fiber optics, 
whether it is single-mode or multi-mode fiber (which are two 
types of fiber optics) (Sabitu et al., 2019), as shown in Fig. 6.

C. Fiber-Optical Communication Network
The components of fiber optics will be of two types: 

Active and passive, such as an optical amplifier, coupler, 
splitter, and multiplexer (Wavelength Division Multiplexing 
[WDM] and DE). The difference between passive optical 

Fig. 4. A critical angle behavior (Martin-Fernandez et al., 2013).

Fig. 5. Dispersion in fiber optics (Potsaid et al., Thorlabs Inc., 2015).

a

b
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components and active optical components is that the passive 
will work without external power, whereas the action will not 
work without external power (Agrawal 2012).

The network is important to share resources and digital 
information (Marrogy, 2020). For a long period, a fiber-optic 
network is used to transmute large-capacity information. 
Moreover, backbone networks use optical fibers due to their 
ability to transmit high-speed data of more than 10,000 Mbps 
(10 Gbps) and provide very high spectrum bandwidth.

The network of fiber optics has been used across the 
countries to transmute huge amounts of information, as well as 
the fiber-optic network, which is used in many fields and areas 
such as broadcasting, military, space, and industry. Fig. 7 shows 
the optical fiber communication networks (Lam et al., 2010).

D. Fiber-Optic Routers
To connect networks with different local area networks, 

routers are needed to join and merge various subnets with 
IP addresses counting on the network. There are different 
types of routers depending on their purpose, such as core, 
enterprise, edge, branch, and routing protocols (Qasmarrogy 
and Almashhadani, 2020).

A router of fiber looks like a gateway that connects two 
or more networks. There is no limitation to using several 
routers; it may be possible to use 100 routers or repeaters in 
one package, such as the OSI model, and usually, a router 
will be in layer 3 of the optical link layers.

Mainly fiber routers connected to ISP modems. They are 
used to connect the backbone of the internet as they have 
fast port connections and can forward a huge amount of 
data between networks, whereas a wireless router can be 
connected to standard devices.

E. WDM System
The WDM is a type of optical multiplexer that is a 

wavelength deviation multiplexer and is used with optical 
communication. Its basic structure is shown in Fig.  8. It 
offers a boost to the transmission capacity of the fiber. 
The function of WDM is to accept multiple independent 
wavelength sources (with a small difference between them) 
and then transmit them in one narrow spectral band in the 
same fiber without any effect on the information. Hence, 
this processing “sometimes” is called a dense WDM 
(DWDM).

The advantage of DWDM is that it is wavelength spaced 
properly to avoid channel interference adjusting because 
if interference occurs, it produces distortion in the optical 
signal. This distortion refers to the difference between the 
beam center wavelength of the light and the characteristics 
of spectral operating from other optical components 
(The reasons for this case are the time and temperature). 
Furthermore, the distortion produces the dispersion or drift in 
the pulse of the optical signal; if this dispersion is not treated, 
it will cause the wavelength to trespass into another spectral 
band region. (Richter et al., 2013). As shown in Fig. 9. Ther 
Chromatic WDM Application on FTTA with a Guard Band 
Between Wavelength Channels as an operations safety factor.

F. Fiber-Optic Cable
Fiber-optic cable contains several single fibers, whereas 

each single fiber structure is from the center (middle of the 
fiber) a core surrounded by cladding and then buffer coating 
(jacket). The core is made of a sort of glass (number of layers; 
each layer has a value of the refractive index (n), distributed 
as radially as shown in Fig.  10), which illustrates a cable of 
optical fiber with six suboptical cables (called loose tubes) 
that contain six optical fibers with a diameter of 250  µm. 
Hence, the light (with information) will be transmitted in 
every single optical fiber inside the core by optical carrier 
waves, whereas the cladding keeps the optical signal inside 
the core by processing what is called total internal reflection, 
as shown in Fig.  11 (Chang, Senko Advanced Components 
Inc., 2016).

When the light travels in fiber optics, some of the speed 
will be changed due to the rays’ refraction during passing 
through the variable refractive index (n) of the material, 
according to Snell’s law (eq. (1)), where n is the ratio Fig. 6. Structure of fiber optics mode (Sabitu et al., 2019).

Fig. 7. Fiber optics networks (Lam et al., 2010).
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Fig. 8. WDM technology diagram (Winzer, 2012).

Fig. 9. CWDM application on FTTA (Richter et al., 2013).

Fig. 10. Layers of pica fiber cable (Chang, Senko Advanced Components 
Inc., 2016).

Fig. 11. Transmitting of optical signal in a fiber optic by applying 
refraction and reflection laws (Chang, Senko Advanced Components  

Inc., 2016).

between the speed of light in the vacuum (c) and the speed 
of the light in the material (v). As usual, the speed of the 
light will be reduced because the light will intersect with 
the particles (molecules) of the materials. This reason will 
produce some absorption, and the others will be scattered. 

In this case, it is fair to treat it using an optical amplifier to 
raise the power and re-transmitting the optical signal again 
into the fiber optics, as shown in Fig. 11.

IV. Fiber Optic and Variable Temperature Effects
The effect of variable temperature degrees will be on the 

thermal expansion value of the optical component material, 
that is, it affects the shape coefficient (q) and position 
coefficient (p) (Jamieson, 1981).

Whereas (q) depends on the radius of curvature value for 
the optical component surface and (p) depends on the value 
of the object and image distance (Li et al., 2020).

The change in the values of p and q will transfer 
indirectly to the focal length (f) values because any 
change in the refractive index (n) of the optical 
component material will change the values of p and q. 
Therefore, f can be calculated from the following equation 
(Jamieson, 1981):

( 1)
=

−
Kf

n � (4)

Whereas K is a geometrical constant, for any variable in 
the ratio of the variable of refractive index to the variable 
of focal length, any variable in temperature (dT) will be a 
variable in refractive index (dn), which means a change 
in the speed of the light in the material, which causes 
more dispersion and distortion (Li et al., 2020). Therefore, 
(Jamieson, 1981)

2( 1)
∂

=
∂ −
f K
n n � (5)

Finally, any change in the value of focal length will be a 
change in the shape of the focal point (causing defocus or a 
distorted image), the variable in the focal length () (Jamieson, 
1981), as follows:
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Fig. 12. Practical diagram of optical fiber connection (using Optisystem15).

TABLE I
Simulation Parameters

Parameters Values
Fiber‑optic cable Single‑mode
Fiber‑optic length 50 km
Signal frequency 193.1 THz
Sample rate 64×1010 H
Sequence length 128 bits
Sample per bit 64
Number of samples 8192
Linewidth 10 MHz

Fig. 13. Dispersion and peak power values.

Fig. 14. Bandwidth values.

Fig. 15. Pulse signal values.

2( 1)
∆

∆ =
−
nKf

n � (6)

V. Results and Discussion
Using the simulation program (Optisystem 15) to setup 

the simulated circuit, as shown in Fig. 12, simulating 
the circuit with different random values of the dispersion 
according to variable values of temperature degree. For each 
run, the output was recorded for both Optical Time Domain 
Visualize and Optical Spectrum Analyzer, and the simulation 
parameters are shown in Table I.

Therefore, four main values of dispersions have been 
taken (according to the value of temperature), as shown in 
the following Table II.

Figs.  13–15 show the results histogram of Table  II data. 
Fig.  13 shows the relation between dispersion value and 
peak power with pulse signal for each case (1, 2, 3, and 4). 
Whereas the Fig.  14 shows the behavior of bandwidth for 
variable temperatures, and Fig.  15 shows the relationship 
between pulse signals for variable temperatures.

Fig.  16 shows the spot diagram at the image plane of 
the fiber optics (we used the simulation program “ZEMAX 
OpoticStudio”) for two cases: the first without the 
temperature effect and the second with the temperature effect. 
It is the effect of temperature on spot distribution (where 
the spot is defined as the interaction of the number of rays 
(output rays) with the image plane, and the size and intensity 
of the spot depend on the number of rays that interact with 

the image plane). Whereas Fig.  17 shows the behavior of 
spot distribution for cases without a temperature effect, 
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Fig. 16. Spot diagram at image plane (using the simulation ZEMAX).

Fig. 17. The spot diagram distribution at image plane without effect of 
temperature.

Fig. 18. Histogram shows the spot diagram distribution for (a) linear 
distribution, (b) normal distribution (without temperature effect), and  

(c) spot distribution (with temperature effect).

Fig.  18 shows the spot distribution for three cases: the first 
is for liner distribution, which means the distribution from 
the outer image plane to the center of it; the second is for 
a normal spot diagram without a temperature effect; and the 
third is for spot distribution with a temperature effect.

By analyzing the output of the Figs. 19–22, which are 
the result of using the simulation program (Optisystem 15).  
The figures displayed the output of (visualize instruments) 
“Optical Spectrum Analysis” and “Optical Time Domain.” In 
Fig. 19, the dispersion value is the minimum value, whereas 
it increases randomly until Fig.  22 has the maximum value 
of dispersion. The bandwidth of optical spectrum analysis 

is variable, depending on the dispersion value, which was 
affected by the thermal temperature. And for the “optical 
time domain,” the pulse of the signal was moved from the 
minimum value (1.5  nm), as shown in Fig.  19, to get the 

Fig. 19. Case 1 (a) optical time domain visualizer and (b) optical 
spectrum analyzer (Using Optisystem 15).

a b

Fig. 20. Case 2 (a) Optical time domain visualizer and (b) optical 
spectrum analyzer.

ba

Fig. 21. Case 3 (a) Optical time domain visualizer and (b) optical 
spectrum analyzer.

ba
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value (which happens due to the thermal effect) is not clear; 
for each fiber optics manufacturing, there will be some 
acceptance value of dispersion that does not affect the optical 
signal (which is within the manufacturing tolerance).

8.	 Using the Optisystem simulation program is useful for 
designing and analyzing optical fiber systems.

Using the ZEMAX optical simulation program is useful 
for designing and analyzing geometrical optics.

For future work, we suggest implementing all the work 
practically to test more values and get more realistic results.
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Abstract—While bacterial superbugs have garnered much 
attention, the rise of antifungal resistance poses a growing threat. 
This study explores the potential of newly synthesized 2,5-Bis(3,4-
Dialkoxy Phenyl) Thiazolo[5,4-d] Thiazoles (DATTn compounds) 
as antifungal agents. Notably, DATTn compounds demonstrated 
significant fungicidal activity against Candida albicans, a major 
fungal pathogen, whereas remaining largely ineffective against 
common bacterial strains, such as Staphylococcus aureus and 
Escherichia coli. In silico docking simulations using Schrödinger 
suites unveiled the molecular basis for this selectivity, revealing 
strong interactions between DATTn molecules and a crucial fungal 
protein (Portion Data Bank ID: 8JZN) in C. albicans. These findings 
highlight the potential of DATTn compounds as promising leads 
for the development of novel antifungal therapies, particularly in 
light of escalating drug resistance concerns.

Index Terms—Antifungal activity, Bacterial resistance, 
Candida albicans, DATTn compounds, Drug discovery, 
Molecular docking.

I. Introduction
In recent years, the scientific community’s fascination with 
heterocyclic mesomorphic compounds has surged, driven by 

the remarkable mesomorphic properties exhibited by these 
molecules (Omer, et al., 2023b, Omer, Koparir and Koparir, 
2023a). This growing interest is attributed not only to the 
potential for discovering novel mesogenic substances in 
heterocyclic chemistry but also to the profound influence of 
heteroatoms, including sulfur, oxygen, and nitrogen, on the 
formation and behavior of mesophases. These heteroatoms 
confer unique properties on heterocyclic compounds, making 
them versatile candidates for various applications (Salih, 
et al., 2023; Omar, et al., 2023b). This study focuses on a 
specific class of heterocyclic mesomorphic compounds 
known as 2,5-Bis(3,4-dialkoxy phenyl) Thiazolo[5,4-d] 
thiazoles, collectively referred to as DATTn compounds. 
These compounds have garnered attention not only for their 
inherent mesomorphic properties but also for their potential 
to revolutionize diverse scientific domains including materials 
science, liquid crystal displays, and antimicrobial research 
(Al-Mutabagani, et al., 2021; Atmaram and Roopan, 2022). 
In the context of antimicrobial research, pathogens such 
as Staphylococcus aureus, Escherichia coli, and Candida 
albicans present significant global challenges (Omar, Omar 
and Abdullah, 2016a, Omar, Smail and Omar, 2016b). 
S. aureus, responsible for a spectrum of infections from skin
ailments to life-threatening diseases, necessitates targeted
intervention strategies. E. coli, a notorious bacterium, plays
a role in various infections, including urinary tract infections
and foodborne illnesses. C. albicans, a fungal pathogen, is
associated with conditions such as candidiasis, posing a
particular challenge, especially for immunocompromised
individuals (Omer, et al., 2019; Koparir, et al., 2022).

This research takes a multifaceted approach to evaluate the 
antimicrobial potential of newly synthesized compounds. In 
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vitro experiments rigorously examine these compounds’ ability 
to inhibit the growth of the mentioned pathogens S. aureus, 
E. coli, and C. albicans. Precise experimentation allows the 
determination of their minimum inhibitory concentrations 
(MIC) and minimum bactericidal concentrations (MBC), 
providing insights into their effectiveness against these 
pathogens. Furthermore, the in silico research involves 
molecular docking using the Schrödinger Suite, specifically 
the version released in 2023, to gain a deeper understanding 
how these compounds interact with specific proteins or 
molecular pathways intrinsic to the targeted pathogens. In 
the case of S. aureus, two critical targets, penicillin-binding 
protein 2a (PBP2a) and D-Ala:  D-Ala ligase, have been 
selected for their roles in cell wall integrity. In E. coli, DNA 
gyrase, vital for DNA replication, is the target of interest. For 
C. albicans, beta-glucan synthase, a fundamental component 
of the fungal cell wall, is strategically addressed. Inhibition of 
these targets is aimed at weakening the pathogens, rendering 
them more susceptible to immune defenses and conventional 
antimicrobial agents.

II. Experimental and Methods
A. In Vitro Section
Synthesis of 2,5-Bis(3,4-dialkoxy phenyl) Thiazolo[5,4-d] 

thiazoles (DATTn) was completed using the technique 
published in previous work (Salih, et al., 2023). Subsequently, 
its molecular structure was verified through Fourier-
transform infrared spectroscopy, 1H-NMR, and 13C-NMR 
analysis (Hamad, Aziz, and Al-Dujaili, 2004), with the 3,4 
positions of the two benzene rings substituted (R = CnH2n+1, 
n = 2–10) (Fig. 1). The materials used in the study as samples 
were (DATTn compounds), S. aureus is a multidrug-resistant 
Gram-positive bacterium, E. coli is a broad-spectrum beta-
lactamase, and C. albicans is a fungal infection. Supporting 
materials are nutrient agar, nutrient broth, and dimethyl 
sulfoxide (DMSO) from Sigma Aldrich in Turkey.

B. Preparing Serial Dilutions
The solution of each compound was prepared by adding 

0.001  g of the compound into the 1  mL of DMSO solvent, 
drawn 0.1 mL of each compound (DATT 2, 3, 4, 5, 6, 7, 8, 9, 
and 10), and added into 0.9 mL of nutrient broth (tube 1) and 
then 0.1  mL from tube 1 into the second tube, from it into 
the third tube, and so on. However, the final drawing mixture 
was discarded. Finally, serial dilutions of each compound in 
nutrient broth were prepared, as shown in Table I.

C. Microbial Inoculation
A loopful of each of the bacterial strain’s colony and 

yeast colony was inoculated in a nutrient broth tube and 
incubated at 37°C for 24  h. After the visibility growth of 
each strain, and adjusted it to 0.5 McFarland by DensiCHEK 
device (BioMerieux/French), 10 µL of each strain was 
added into each dilution and then incubated for 24–48  h. 
After incubation time, a loopful of each tube contents was 
subcultures utilizing striking on nutrient agar and incubated 
for 24–48  h. The results were read to the end of the visible 
growth of colonies.

III. Results and Discussion
A. In Vitro
The compound (DATTn compounds) has been 

synthesized and its antibacterial and fungicidal activity 
has been evaluated by serial dilution method (National 
Committee for Clinical Laboratory Standard, 2020). 
To determine the antimicrobial activity of the DATTn 
compounds, a serial concentration analysis (DATT 2, 
3, 4, 5, 6, 7, 8, 9, and 10) were conducted, as shown in 
Table I. This analysis aims to evaluate the antibacterial 
and fungicidal activity of the DATTn compounds against 
various strains, including Gram-positive S. aureus, Gram-
negative E. coli.

To obtain accurate scientific results, tubes containing 
the final concentrations of the DATTn compounds were 
inoculated with a standard microbial suspension (10 μL of 
105 CFU/mL strains of S. aureus, E. coli, and C. albicans) 
in tubes with nutrient broth to determine the MIC and MBC 
values for each strain. After making all the preparations, 
the tubes were incubated aerobically at 35°C for 24–48  h. 
After an overnight incubation period at 35°C, the tubes 
were examined for visible bacterial growth as indicated by 
turbidity. Three control tubes were maintained for each strain 
(media control, in vivo control, and extraction control). The 
lowest concentration (highest dilution) of a compound that 
did not result in visible growth (no turbidity) in the first 24 h 
when compared to control tubes is considered the initial MIC. 
Dilutions that showed no turbidity were incubated for an 
additional 24 h at 35°C. The lowest concentration that did not 
result in visible turbidity after a total incubation period of 48 h 
was considered the MIC. All concentration was determined by 
sub-cultivation (which showed no visible turbidity) on fresh 
nutrient agar medium. The plates were incubated for 24–48 h 
at 35°C. It is seen from the data presented in Table II that 
(DATTn compounds) exhibits antifungal activity with respect 
to the test cultures under study. It appears that the test culture 
of C. albicans demonstrated the same susceptibility level 
to DATT 2, 3, 4, 5, 6, and 7 compound concentrations but 
moderately to DATT 8, 9, and 10. S. aureus with coccus 
shape was resistant to all compound concentrations (DATT 2, 
3, 4, 5, 6, 7, 8, 9, and 10) by dilution method. Furthermore, 
E. coli was resistant to compound concentrations (DATT 2, 
3, 4, 5, 6, 7, 8, 9, and 10) by the dilution method. Through 
the experimental procedure, we found that the concentration Fig. 1. General molecular structure of study compounds.
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TABLE I
Chemical Structure and Molecular Weight of DATTn Compounds with Delusions Used

No. Name of compounds Chemical structures Molecular weight Molarity Serial dilutions
1 DATT2 472.62 0.0021 0.0021–0.00052

2 DATT3 528.73 0.0019 0.0019–0.00047

3 DATT4 584.83 0.0017 0.0017–0.00042

4 DATT5 640.94 0.0015 0.0015–0.00037

5 DATT6 697.05 0.0014 0.0014–0.00035

6 DATT7 753.16 0.0013 0.0013–0.00032

7 DATT8 809.27 0.0012 0.0012–0.0003

8 DATT9 865.37 0.0011 0.0011–0.00027

9 DATT10 921.48 0.001 0.001–0.00025

of DATT7 did not result any growth after a total incubation, 
which is considered the MIC. Therefore, our results revealed 
the importance of DATTn compounds when associated with 
antifungal, to control resistance, which has become a threat to 
human health.

B. Targeting Proteins across Pathogens
The pathogens S. aureus, E. coli, and C. albicans are 

causative agents of diverse infections in humans. The 
mitigation of these infections through molecular docking 
necessitates the precise targeting of specific proteins or 
molecular pathways intrinsic to these pathogens (Moravej, 
et al., 2018; Koparir, et al., 2023a; Khan, et al., 2023). 
Viable targets encompass enzymes implicated in cell 
wall biosynthesis, host cell adhesion, toxin production, 
and virulence factors. The molecular docking process 
encompasses target identification, 3D structure acquisition, 
compound screening for binding interactions, binding affinity 
prediction, and experimental compound validation. The study 
has focused on specific proteins of E. coli, and S. aureus, 
which have been carefully chosen for inhibition (Rementeria, 
et al., 2005; Ruer, et al., 2015; Anwar Omar, et al., 2023).
S. aureus

Identified two critical targets within the pathogenic 
bacterium S. aureus that are essential for cell wall integrity. 
The first target is PBP2a, labeled as 5M18 in the Portion Data 
Bank (PDB). PBP2a, a member of the Penicillin-Binding 

TABLE II
Effects of Compounds on Bacterial and Fungal Growth

No. Name of 
compounds

Staphylococcus 
aureus

Escherichia 
coli

Candida 
albicans

1 DATT2 + + −
2 DATT3 + + −
3 DATT4 + + −
4 DATT5 + + −
5 DATT6 + + −
6 DATT7 + + −
7 DATT8 + + ±
8 DATT9 + + ±
9 DATT10 + + ±
(+) growth of microbes or the compounds not effective, (−) not growth of microbes 
or the compounds kills the microbes, (±) low growth of microbes or the compounds 
effective moderately
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Proteins (PBPs) family, is centrally involved in peptidoglycan 
synthesis. Inhibiting PBPs disrupts the cell wall, rendering S. 
aureus more susceptible to immune defenses and antibiotics. 
Protein 5M18 features a high-resolution structure (1.98 Å) 
(Fishovitz, et al., 2014; Verma, et al., 2022; Mahasenan, 
et al., 2017; Koparir, et al., 2023b). The second target was 
found in PDB entry 3N8D (crystal structure of S. aureus 
VRSA-9 D-Ala:  D-Ala ligase), which offers the crystal 
structure of S. aureus VRSA-9 D-Ala:  D-Ala ligase. This 
enzyme is a key contributor to cell wall synthesis. The 
structural data it provides are indispensable for potential 
antibiotic development, particularly when addressing 
antibiotic-resistant S. aureus strains. Protein 3N8D exhibits a 
reasonable resolution (2.3 Å) and solid refinement. Its lattice 
parameters and symmetry are well defined. Further analysis 
involves exploring the protein’s three-dimensional structure 
and identifying potential ligand-binding sites (Lebreton and 
Cattoir, 2019; Paymal, et al., 2023; Omar, et al., 2023a). 
Together, these two targets present a multifaceted strategy for 
weakening S. aureus by compromising its cell wall integrity.
E. coli

We have chosen DNA gyrase as our docking target due 
to its pivotal role in DNA replication within E. coli. With 
good-resolution structure and well-defined parameters, 
such as those found in the DNA binding and cleavage 
domain (PDB ID: 6RKU), it serves as an ideal candidate 
for molecular docking studies. This selection enables us to 
precisely understand how our molecules interact with DNA 
gyrase, ultimately disrupting DNA replication and leading 
to the demise of bacterial cells (Nöllmann, et al., 2007; 
Jakhar, et al., 2022).
C. albicans

Beta-glucan synthase, denoted by PDB ID, has been 
strategically chosen with a resolution (2.47 Å) structure and 
well-defined parameters. This enzyme plays a pivotal role in 
the synthesis of beta-glucans, a fundamental constituent of the 
fungal cell wall. The inhibition of this enzyme significantly 
weakens the fungal cell wall, rendering C. albicans more 
susceptible to host immune defenses and antifungal agents 
(Liu and Balasubramanian, 2001; Zhao, et al., 2023).

C. Docking Studies on Proteins
Schrödinger’s “LigPrep” tool in Maestro 13.5 was used 

to generate three-dimensional models of the synthesized 
compounds (DATT2-10). These models were prepared 
to create the chemical structures. To ensure accurate 
binding interactions, the “Protein Preparation Wizard” in 
Schrödinger’s suite was utilized for proteins 5M18, 3N8D, 
6RKU, and 8JZN. This process involved adding missing 
hydrogen atoms, correcting ionization states, formal charges, 
bond orders, and applying the OPLS4 force field (Chen, 
et al., 2023a). For a comprehensive evaluation of protein 
binding sites for DATTn molecules, the SiteMap panel 
within Maestro was employed. Following the identification 
of these binding sites, the Glide Grid tool was instrumental 
in configuring the docking environment, defining essential 
site characteristics. Subsequently, molecular docking with 

DATT2-9 molecules was conducted to predict their interactions 
within the protein’s binding sites. The Glide Grid played a 
vital role in ensuring the accuracy of these calculations by 
providing critical site information for the evaluation of ligand-
protein interactions and the identification of potential drug 
candidates (Farid, et al., 2006: Halgren, 2009). The structures 
of DATTn molecules, generated using “LigPrep,” were 
systematically docked into various pockets within proteins 
5M18, 3N8D, 6RKU, and 8JZN, based on their specific 
binding site characteristics, including sitescore, size, and 
Dscore. To achieve precise results, the “Glide” software with 
extra precision (XP) was utilized, and the Induced Fit Docking 
workflow within Maestro was incorporated for proteins 
exhibiting strong binding affinity with DATTn molecules.

D. Site Selection for Effective DATTn Molecule Interactions
In the study, the SiteMap panel within the Maestro 

software was leveraged to predict multiple binding pockets 
within the molecular models of four proteins: 5M18, 3N8D, 
6RKU, and 8JZN. Each protein yielded a set of five binding 
sites, resulting in a total of 20 distinct binding pockets under 
scrutiny. The primary objective was to identify the binding 
pocket that offered the most favorable interactions with 
DATTn molecules. The ensuing data (Table III) provide an 
overview of the key characteristics of these binding pockets. 
Notably, the analysis revealed that when compounds were 
docked with site-4 in the 8JZN protein of C. albicans, 
it produced the most promising interaction with DATTn 
molecules compared to the other pockets in the remaining 
proteins (Table IV). This alignment with experimental results 
suggests the potential of these molecules to effectively inhibit 
the enzyme (Table II), leading to a significant weakening of 
the cell wall of C. albicans. This outcome holds the promise 
of halting microbial growth or even eradicating the microbes 
entirely, marking a significant advancement in antifungal 
research.

E. Glide-dock_XP_8JZN-sit-4
In the context of molecular docking simulations conducted 

within Schrödinger Maestro, this research scrutinizes 
molecular interactions by assessing docking scores and XP 
scores. These scores encompass various factors, including van 
der Waals interactions, electrostatic interactions, desolvation 
energies, and hydrogen bonding, all of which play a pivotal 
role in predicting binding affinity. Lower scores are indicative 
of more favorable interactions between ligands and proteins. 
Table V presents the docking scores and XP GlideScores 
for a range of DATTn molecules, shedding light on their 
respective binding affinities to the target protein. These 
scores span the spectrum from DATT10, which registers a 
score of −2.279, to DATT6 and DATT8, both of which exhibit 
scores of −9.760. This variance underscores the diversity 
in binding strengths across the compounds. Notably, there 
is a remarkable concurrence between the docking and XP 
GlideScores for each DATTn molecule, with the exception 
of DATT10, which deviates as an outlier, implying potentially 
weaker binding. Conversely, DATT2, DATT3, DATT4, DATT5, 



14� http://dx.doi.org/10.14500/aro.11557

TABLE III
Optimal Protein Binding Sites with Highest Interaction Scores for DATTn Molecules

Title 5M18_site_1 
Staphylococcus aureus

3N8D‑site_2 
Staphylococcus aureus

6RKU_site_2 
Escherichia coli

8JZN_site_4 
Candida albicans

Site score 1.003876 1.025507 1.043826 1.145268
Size 1001 256 620 300
D score 0.996551 0.970397 1.051778 1.224372
Volume 2722.391 879.109 1590.834 779.296
Exposure 0.559419 0.615038 0.479429 0.431818
Enclosure 0.703794 0.736137 0.763531 0.775485
Contact 0.891395 0.865776 0.965688 0.992804
Phobic 0.394444 0.261777 0.506718 2.2275
Philic 1.121856 1.261613 1.062394 0.554965
Balance 0.3516 0.207494 0.476959 4.013764
Don/acc 1.028832 0.816949 1.485156 0.857137

DATT7, and DATT9 all manifest scores surpassing the −8.122 
threshold, signifying substantial promise in terms of binding 
affinities (Sandor, Kiss, and Keserű, 2010; Jays, Mohan, 
and Saravanan, 2019). Furthermore, the research delves 
into the assessment of ligand efficiency concerning DATTn 
molecules positioned within site-4 of the 8JZN protein. 
Ligand efficiency serves as a metric for gauging their binding 
effectiveness. The values encompass a spectrum from −0.036 
to −0.254, with DATT2 showcasing the highest efficiency 
at −0.254, and DATT10 recording the lowest efficiency at 
−0.036. These results cast DATT2 as a compelling candidate 
characterized by a robust binding affinity. However, it is 
important to acknowledge that further studies are imperative 
to validate its suitability for drug development (Abad-
Zapatero and Metz, 2005; Hopkins, et al., 2014). Analysis 
of “Glide EModel” and “Glide Energy” values reveals a 
close correspondence across the various molecules. DATT6 
emerges as the frontrunner with the highest Glide EModel 
value at −118.419, indicative of a robust and favorable 
binding profile. In contrast, DATT10 reports the lowest value 
at −37.813, which signifies a relatively less favorable binding 
profile. The rest of the molecules exhibit values that fall 
within this range (Vass, Tarcsay, and Keserű, 2012; Tripathi, 
et al., 2012). Values pertaining to “Glide EInternal” exhibit 
significant variability. DATT8 takes the lead with the highest 
value of 21.881, signifying a substantial contribution of 
internal energy to the binding. Conversely, DATT4, DATT5, 
and DATT6 display values of 0.000, denoting that their 
internal energy exerts minimal influence on the binding 
energy (Gulcin, et al., 2022). The “glide evdw” parameter 
highlights DATT9 as the compound with the lowest van der 
Waals energy value at −77.755, signifying robust non-polar 
interactions within the protein pocket. In contrast, DATT2 
reports the lowest value at −52.870, indicating relatively 
weaker interactions. The other molecules demonstrate 
varying strengths in their respective interactions (Naghiyev, 
et al., 2022). Analysis of “XP Electro” elucidates that DATT5 
boasts the most negative electrostatic energy at −0.209, 
underscoring robust interactions, whereas DATT4 registers 
the highest positive energy at 0.012. The other molecules 
exhibit differing electrostatic energies, exerting an impact on 
their respective binding within the protein pocket. Among 

the molecules, DATT6 stands out with a hydrogen bond 
interaction value of −0.350, whereas DATT8 and DATT10 
exhibit comparatively weaker hydrogen bond interactions. 
In contrast, DATT2, DATT3, DATT4, DATT6, DATT7, and 
DATT9 report no notable hydrogen bonding interactions, 
signifying values of 0.000 (Kaka, et al., 2024). The “XP 
RotPenal” parameter, employed to assess ligand rotational 
freedom within the protein pocket, yields analogous values 
ranging from 0.330 to 0.342 across all molecules. This 
uniformity implies consistent flexibility in ligand binding, 
with lower values indicating a lesser degree of rotational 
constraint (Beinat, 2014). In the context of “XP ExposPenal,” 
it is observed that DATT10 incurs the highest penalty at 1.860 
for exposed polar atoms, suggesting potential constraints 
on binding stability. In contrast, the other molecules are 
associated with lower or zero penalties, which allude to 
fewer constraints related to exposed polar atoms in the 
context of ligand binding (Sarafroz, Siddiqui, and Yar, 2020). 
Finally, scrutiny of “glide posenum” reveals that DATT5 
exhibits the highest conformational flexibility, offering 30 
distinct binding poses. On the other hand, DATT10 exhibits 
the least flexibility, characterized by a solitary binding pose. 
The remaining molecules present varying numbers of binding 
poses, underscoring their adaptability within the protein 
pocket (Erdoğan, Taslimi, and Tuzun, 2021). Table VI 
shows docking scores and binding characteristics for DATTn 
molecules at protein site 8JZN-sit-4.

In the conducted study, we explored the intricate 
interactions between DATTn molecules and the 8JZN-
sit-4 protein in C. albicans. To visually represent these 
interactions, a comprehensive fingerprint interaction (Fig.  2) 
was generated. This figure effectively illustrates the diverse 
contacts occurring between DATTn molecules and the 
protein’s binding pocket, encompassing various interaction 
types, including backbone, sidechain, polar, hydrophobic, 
aromatic, and charged residues, providing a clear overview 
of the binding process. To quantitatively evaluate these 
interactions, computational analysis was performed and 
the results are summarized in Table V. This table offers a 
quantitative assessment of the similarity between DATTn 
molecules and the protein, enabling researchers to compare 
interaction patterns across different DATTn molecules 
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TABLE IV
Docking Performance Metrics for Ligand Efficiency and Scoring (glide‑xp) in DATTn Molecule Interactions

5M18‑Staphylococcus aureus

Title DATT2 DATT3 DATT4 DATT5 DATT6 DATT7 DATT8 DATT9 DATT10

Glide ligand efficiency −0.108 −0.131 −0.075 −0.077 −0.073 −0.024 −0.035 −0.015 −0.032
Docking score −3.447 −4.720 −2.994 −3.392 −3.502 −1.237 −1.948 −0.892 −2.016
XP GScore −3.447 −4.720 −2.994 −3.392 −3.502 −1.237 −1.948 −0.892 −2.016
Glide evdw −38.679 −35.950 −53.513 −59.394 −51.745 −60.290 −69.386 −66.366 −69.030
Glide ecoul −7.419 −0.949 −5.115 −5.633 −3.711 −3.503 −5.252 −6.902 −7.488
Glide energy −46.098 −36.899 −58.628 −65.027 −55.456 −63.793 −74.638 −73.268 −76.518
Glide einternal 0.000 0.000 14.549 8.684 11.026 0.000 7.101 30.423 19.701
Glide emodel −62.869 −65.495 −73.446 −92.087 −84.403 −101.019 −110.560 −93.079 −114.995
XP HBond −1.427 −0.268 −0.019 0.000 0.000 0.000 0.000 0.000 −0.541
XP PhobEn 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
XP PhobEnHB 0.000 −1.500 0.000 0.000 0.000 0.000 0.000 0.000 0.000
XP LowMW 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
XP RotPenal 0.233 0.316 0.323 0.336 0.341 0.342 0.340 0.335 0.330
XP LipophilicEvdW −1.838 −2.983 −3.085 −3.386 −5.397 −2.777 −3.191 −3.006 −3.508
XP Electro −0.556 −0.071 −0.384 −0.422 −0.278 −0.263 −0.394 −0.518 −0.562
XP ExposPenal 0.142 0.563 0.171 0.080 0.832 0.461 1.297 1.296 1.264
glide posenum 5.000 1.000 14.000 5.000 15.000 10.000 35.000 1.000 7.000

3N8D‑Staphylococcus aureus

Title DATT2 DATT3 DATT4 DATT5 DATT6 DATT7 DATT8 DATT9 DATT10

Glide ligand efficiency −0.120 −0.136 −0.087 −0.109 −0.071 −0.058 −0.037 −0.076 −0.006
Docking score −3.825 −4.904 −3.499 −4.797 −3.406 −3.031 −2.078 −4.556 −0.401
XP GScore −3.825 −4.904 −3.499 −4.797 −3.406 −3.031 −2.078 −4.556 −0.401
Glide evdw −38.856 −34.421 −48.673 −55.916 −47.490 −56.718 −57.837 −61.914 −28.325
Glide ecoul −8.955 −10.910 −7.660 −4.414 −5.321 −3.778 −−2.763 −2.931 −1.953
Glide energy −47.811 −45.331 −56.334 −60.330 −52.812 −60.496 −60.600 −64.845 −30.279
Glide einternal 9.591 10.785 11.031 19.182 8.949 16.441 16.736 17.774 9.544
Glide emodel −58.857 −58.214 −77.045 −78.723 −68.386 −76.720 −80.318 −89.321 −1.856
XP HBond −1.333 −1.876 −1.557 −0.773 −0.421 0.000 −0.350 −0.700 0.000
XP PhobEn 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
XP PhobEnHB 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
XP LowMW 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
XP RotPenal 0.233 0.316 0.323 0.336 0.341 0.342 0.340 0.335 0.330
XP LipophilicEvdW −2.054 −2.525 −2.819 −4.029 −3.762 −4.474 −3.637 −5.330 −1.466
XP electro −0.672 −0.818 −0.575 −0.331 −0.399 −0.283 −0.207 −0.220 −0.147
XP ExposPenal 0.000 0.000 0.129 0.000 0.834 0.384 0.777 0.358 0.882
glide posenum 72.000 3.000 7.000 1.000 21.000 7.000 30.000 2.000 1.000

6RKU‑Escherichia coli

Title DATT2 DATT3 DATT4 DATT5 DATT6 DATT7 DATT8 DATT9 DATT10

Glide ligand efficiency −0.165 −0.086 −0.067 −0.071 −0.111 −0.093 −0.077 −0.013 −0.009
Docking score −5.290 −3.088 −2.677 −3.110 −5.336 −4.811 −4.303 −0.759 −0.584
XP GScore −5.290 −3.088 −2.677 −3.110 −5.336 −4.811 −4.303 −0.759 −0.584
Glide evdw −52.633 −65.206 −61.157 −61.702 −58.950 −73.248 −65.615 −64.589 −74.283
Glide ecoul −3.907 −2.179 0.282 −4.856 −3.214 −3.992 −4.051 −4.488 −4.374
Glide energy −56.540 −67.385 −60.875 −66.558 −62.164 −77.240 −69.666 −69.077 −78.657
Glide einternal 8.603 10.345 0.000 17.200 8.961 15.148 18.866 12.609 17.759
Glide emodel −66.950 −82.863 −79.753 −85.753 −99.824 −113.239 −98.092 −100.341 −114.929
XP HBond −0.320 −0.257 −0.147 −1.251 −0.829 −1.385 −0.391 −0.700 0.000
XP PhobEn 0.000 0.000 0.000 0.000 −0.650 0.000 0.000 0.000 0.000
XP PhobEnHB 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
XP LowMW 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
XP RotPenal 0.233 0.316 0.323 0.336 0.341 0.342 0.340 0.335 0.330
XP LipophilicEvdW −6.108 −6.984 −6.874 −5.993 −7.957 −7.469 −5.242 −5.129 −5.272
XP Electro −0.293 −0.163 0.021 −0.364 −0.241 −0.299 −0.304 −0.337 −0.328
XP ExposPenal 0.199 0.000 0.000 0.162 0.000 0.000 1.294 1.071 0.686
Glide posenum 3.000 95.000 7.000 2.000 7.000 7.000 1.000 1.000 1.000

(Sastry, et al., 2010; Chen, et al., 2023b). The data reveal 
intriguing insights into the properties and interactions of 

DATTn molecules. DATT9 emerges with the highest number 
of any contacts, indicating extensive interactions with other 
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TABLE V
Interactions and Similarity Measures between DATTn Molecules and 8jzn‑sit‑4 Protein in Candida albicans

Title DATT2 DATT3 DATT4 DATT5 DATT6 DATT7 DATT8 DATT9 DATT10

SIFT any contact 16 19 20 22 21 23 26 27 21
SIFT backbone interaction 6 6 5 6 6 7 5 12 8
SIFT side chain interaction 15 18 20 20 21 21 26 23 18
SIFT polar residues 5 6 6 7 8 8 9 7 10
SIFT hydrophobic residues 10 12 14 13 13 13 17 16 8
SIFT hydrogen bond acceptor 0 0 0 0 0 0 0 0 0
SIFT hydrogen bond donor 0 0 0 0 0 0 0 0 1
SIFT aromatic residue 3 4 5 3 4 3 5 3 3
SIFT charged residue 2 2 2 2 2 2 3 2 3
Canvas means tanimoto similarity 0.513 0.58 0.548 0.553 0.518 0.464 0.425 0.467 0.4
Canvas max tanimoto similarity 1 1 1 1 1 1 1 1 1
Canvas max tanimoto similarity ID 129 128 127 126 123 125 122 124 130
Canvas min tanimoto similarity 0.265 0.337 0.286 0.355 0.312 0.273 0.254 0.349 0.254
Canvas min tanimoto similarity ID 130 130 130 130 130 122 130 129 122

TABLE VI
Docking Scores and Binding Characteristics for DATTn Molecules at Protein 8jzn‑Site‑4‎

Title DATT2 DATT3 DATT4 DATT5 DATT6 DATT7 DATT8 DATT9 DATT10

docking score −8.122 −8.510 −9.248 −9.255 −9.760 −9.395 −9.760 −9.555 −2.279
XP GScore −8.122 −8.510 −9.248 −9.255 −9.760 −9.395 −9.760 −9.555 −2.279
glide ligand efficiency −0.254 −0.236 −0.231 −0.210 −0.203 −0.181 −0.174 −0.159 −0.036
glide emodel −77.15 −89.46 −103.27 −103.81 −118.42 −112.64 −115.33 −112.43 −37.81
glide einternal 6.061 9.649 0.00 0.00 0.00 18.463 21.881 21.065 10.962
glide evdw −52.87 −59.82 −62.33 −64.11 −67.38 −72.66 −76.96 −77.75 −65.03
XP Electro −0.022 −0.051 0.012 −0.209 −0.200 −0.026 −0.070 −0.061 −0.105
XP HBond 0.00 0.00 0.00 0.00 −0.350 0.00 −0.160 0.00 −0.138
XP PhobEn −0.850 −0.700 −0.840 −0.800 −0.556 −0.311 −0.625 −0.774 0.000
XP RotPenal 0.233 0.316 0.323 0.336 0.341 0.342 0.340 0.335 0.330
XP ExposPenal 0.000 0.143 0.00 0.00 0.314 0.00 0.065 0.859 1.860
Glide posenum 2 15 14 30 2 29 8 7 1

Fig. 2. Unveiling DATTn molecule interactions with 8JZN-sit-4 protein in Candida albicans, interaction fingerprint.

molecules. Meanwhile, DATT8 leads in terms of side chain 
interactions and features a notable count of polar residues 
and hydrophobic residues, suggesting its versatility in 
molecular interactions. DATT10 is distinctive for its hydrogen 
bond donor capabilities. Furthermore, the mean Tanimoto 
similarity score provides information on how structurally 
similar these molecules are to others in a chemical structure 

database, with DATT3 displaying the highest similarity. In 
contrast, DATT7 exhibits the lowest similarity. These values 
collectively shed light on the molecular characteristics and 
interactions of the DATTn molecules, which may be pertinent 
in various biological and chemical contexts (Rajitha, et al., 
2021; Mamad, et al., 2024). DATT9 has been selected for 
further investigation due to its promising attributes, including 
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low docking scores, favorable XP GlideScores, robust 
van der Waals interactions, and significant conformational 
flexibility with multiple binding poses. These characteristics 
suggest strong binding within the protein pocket.

F. Induced-Fit Docking (IFD): DATT9 with 8JZN
In Fig.  3, both the 3D and 2D interaction maps, derived 

from the Induced Fit docking of DATT9 with the 8JZN-
sit-4 protein in C. albicans using XP mode, clearly 
illustrate substantial alterations in the ligand’s positioning 
and orientation within the binding site. These alterations 
reflect the adaptability of the protein pocket in response to 
induced fit docking. As a result of this flexibility, certain side 

chains or residues shift to optimize binding, leading to the 
accommodation of the ligand in various poses. Furthermore, 
the binding site volume, particularly in the interaction map 
between the protein and DATT9, has also been modified due 
to the flexibility exhibited by both the protein and DATT9. 
This adaptability in the binding site plays a crucial role in 
enabling different binding poses and interactions, ultimately 
influencing the ligand’s binding behavior. In comparison 
between DATT9 obtained through Glide-Dock_XP mode and 
DATT91 to DATT96 from InducedFit_XP mode, several crucial 
observations emerge in Table VII. First, the Prime Energy 
of DATT9 is notably higher, indicating a less favorable 
energy state, whereas DATT91 to DATT96 exhibit highly 

Fig. 3. 3D and 2D interaction maps of DATT9 with 8JZN-sit-4 protein in Candida albicans using IFD-XP mode‎.
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TABLE VII
Docking and Interaction Scores of DATT9 with Multiple Poses Against 8jzn‑sit‑4 Protein in Candida albicans using (IFD‑XP Mode)

Title DATT9 DATT91 DATT92 DATT93 DATT94 DATT95 DATT96

Glide ligand efficiency −0.159 −0.180 −0.192 −0.186 −0.171 −0.155 −0.113
Docking score −9.555 −10.808 −11.547 −11.152 −10.261 −9.314 −6.766
XP GScore −9.555 −10.808 −11.547 −11.152 −10.261 −9.314 −6.766
Glide evdw −77.755 −87.116 −90.445 −89.558 −82.374 −82.197 −88.358
Glide ecoul −0.807 −0.660 −4.439 −2.381 0.170 −3.713 −2.342
Glide energy −78.562 −87.776 −94.884 −91.939 −82.204 −85.910 −90.701
Glide einternal 21.065 17.232 14.207 20.107 24.761 17.440 21.516
Glide emodel −112.434 −131.887 −168.887 −153.724 −123.005 −148.729 −150.178
XP HBond 0.000 0.000 −0.660 0.000 0.000 −0.505 −0.428
XP PhobEn −0.774 −0.799 −1.150 −0.950 −1.071 −1.075 −1.004
XP PhobEnHB 0.000 0.000 0.000 0.000 0.000 0.000 0.000
XP LowMW 0.000 0.000 0.000 0.000 0.000 0.000 0.000
XP RotPenal 0.335 0.335 0.335 0.335 0.335 0.335 0.335
XP LipophilicEvdW −9.480 −11.450 −9.947 −10.194 −9.701 −9.198 −10.012
XP Electro −0.061 −0.050 −0.333 −0.179 0.013 −0.278 −0.176
XP ExposPenal 0.859 0.721 0.781 0.106 0.405 0.714 1.030
Glide posenum 7.000 6.000 2.000 7.000 1.000 1.000 1.000
Prime energy 3,224.8 −62,714.7 −62,698.9 −62,701.0 −62,706.4 −62,714.0 −62,714.7
Interaction map area 1627.451 1593.710 1594.665 1656.250 1560.356 1688.436 1528.935
IFD score −3,146.540 −3,146.490 −3,146.200 −3,145.580 −3,145.010 −3,142.500

negative values, signifying a substantial reduction in energy 
during induced fit docking. This highlights the improved 
energetically favorable interactions between the ligand and 
protein in the induced fit poses. Glide Ligand Efficiency, 
although slightly lower in DATT91 to DATT96, is a common 
trend in induced fit docking, where ligands adapt to precise 
protein pockets at the expense of higher energy penalties. 
Second, in terms of the Docking Score (XP GScore), DATT9 
presents a score of approximately −9.56, whereas DATT91 
to DATT96 consistently exhibit lower, more negative scores. 
These lower scores represent enhanced binding affinity and 
energy minimization in the induced fit poses, showcasing the 
optimization of ligand-protein interactions. Moreover, the 
Van der Waals energy (Glide evdw) is reduced in DATT91 to 
DATT96, implying improved Van der Waals interactions as 
ligands better fit protein binding sites, reducing steric clashes. 
In addition, the electrostatic energy (Glide ecoul) shows less 
negative values in DATT9 compared to DATT91 to DATT96, 
implying optimized electrostatic interactions in induced fit 
docking. Lower internal energy (Glide einternal) in DATT91 
to DATT96 reflects improvements achieved in internal energy 
contributions through induced fit docking, which may be 
linked to favorable ligand conformations in binding sites. 
The variations in XP HBond values from DATT91 to DATT96 
indicate changes in hydrogen bond formation or disruption 
during induced fit docking, which can significantly impact 
binding specificity and strength. Furthermore, the XP 
Lipophilic EvdW values in DATT91 to DATT96 are generally 
lower, demonstrating enhanced hydrophobic interactions 
typical of induced fit docking. Finally, XP ExposPenal 
values differ, reflecting changes in exposure energy penalties 
due to ligand or protein conformational alterations during 
induced fit docking. The varying number of generated poses 
among DATT91 to DATT96 underscores the conformational 
adaptability of ligands and proteins during the induced fit 

docking process. This comprehensive comparison reveals 
the benefits of induced fit docking, resulting in improved 
binding affinity, energy minimization, and more optimized 
ligand-protein interactions. These parameter changes signify 
the ligand’s capacity to conform more favorably to the 
specific binding site, ultimately achieving more energetically 
favorable poses.

G. Exploring Ligand-Protein Interactions (S. aureus and  
E. coli)

After conducting molecular docking simulations using 
Glide-Dock in XP mode, an advanced and highly accurate 
docking mode within the Schrödinger suite, with DATTn 
molecules in various binding pockets of the 5M18 and 
3N8D proteins from S. aureus bacteria and the 6RKU 
protein in E. coli, we delved deep into the intricate 
molecular interactions at play (Fig.  4). Glide’s XP mode 
acted, such as a magnifying glass, allowing us to scrutinize 
the ligand-protein binding with exceptional precision. 
This in-depth analysis provided us with valuable insights 
into the binding affinities and potential of these DATTn 
molecules as drug candidates. The data from all pockets 
were carefully analyzed. Subsequently, the most promising 
sites were identified and are referred to as “5M18_site_1,” 
“3N8D-site_2,” and “6RKU_site_2” in Table III. However, 
it is important to note that the data obtained from docking 
DATTn molecules into these specific pockets (Table IV) do 
not indicate a strong interaction between the molecules and 
both proteins in S. aureus and the 6RKU protein of E. coli. 
This suggests that these molecules may not effectively bind 
to the proteins. This observation aligns with the in vitro 
results presented in Table II, which also suggest that the 
compounds are not effective in inhibiting the growth of 
S. aureus and E. coli microbes.



� ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X

http://dx.doi.org/10.14500/aro.11557� 19

Fig. 4. Protein-ligand interaction maps and electrostatic surfaces for docked DATT3 on Staphylococcus aureus proteins (Portion Data Bank [PDB]: 
3N82 and 5M18) and DATT6 on Escherichia coli protein (PDB: 6RKU) in 2D and 3D.

H. Molecular Descriptors DATT2-DATT10

In Maestro Schrodinger software, molecular descriptors 
tool has been used for the prediction of topological 
descriptors, QikProp properties, semiempirical properties 
(method to use for SE calculation PM7) through geometry 
optimization and QikProp 4.4 user manual was employed to 
evaluate the descriptor values and determine recommended 
ranges for each descriptor (Hostaš, Řezáč, and Hobza, 
2013), and several of these parameters have been shown in 
Table VIII. The analysis of DATTn molecules in Table VIII 
offers crucial insights into their pharmaceutical characteristics. 
Notably, the molecular weights (ranging from 472.616 to 
921.474 amu) deviate for some DATTn molecules from the 
typical drug range, potentially influencing their suitability in 
drug development, particularly with regard to factors, such as 
drug absorption and distribution. In addition, the i_qp_#stars 
values indicate that DATT4 to DATT10 possess unique 
properties compared to established drugs. The i_qp_#rotor 
values, ranging from 8 to 40, indicate an increased structural 
flexibility in these molecules, potentially impacting their 
applicability. A  uniform i_qp_#rtvFG value of 0 reduces the 

risk of false positives in screening assays. In terms of central 
nervous system (CNS) activity (i_qp_CNS), most DATTn 
molecules are inactive. Dipole moments, predominantly 
within the expected range of 1.0–12.5, suggest balanced 
charge distribution, while the absence of hydrogen bonding 
points to limited interaction with water. The analysis of the 
First Zagreb index (i_desc_First_Zagreb) highlights size 
variations among these molecules, with DATT10 being the 
largest and DATT2 the smallest. Solvent-accessible surface 
area (SASA) values for DATT5 to DATT10 indicate larger-
than-typical values, possibly impacting molecular interactions 
and biological activity. Furthermore, DATTn molecules align 
with the recommended hydrophobic properties (r_qp_FOSA) 
for drugs. The π component of the SASA (r_qp_PISA) offers 
insights into surface area properties related to carbon and 
attached hydrogen atoms. Polar surface area (PSA) values fall 
within the expected range, indicating relatively small PSAs. 
Hydrophilic components remain within the recommended 
range. Finally, weakly PSA properties (r_qp_WPSA) 
exhibit variations among DATTn molecules, presenting a 
comprehensive overview of their unique pharmaceutical 
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TABLE VIII
Deciphering DATTn Molecules: Topological, Qikprop, and Semiempirical Revelations

No. Property or descriptor DATT2 DATT3 DATT4 DATT5 DATT6 DATT7 DATT8 DATT9 DATT10 Range or 
recommended values

1. r_qp_mol_MW 472.62 528.72 584.83 640.94 697.05 753.15 809.26 865.37 921.47 130.0–725.0
2. i_qp_#stars 1.00 3.00 6.00 9.00 10.00 11.00 11.00 12.00 12.00 0–5
3. i_qp_#rotor 8.00 12.00 16.00 20.00 24.00 28.00 32.00 36.00 40.00 0–15
4. i_qp_#rtvFG 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0–2
5. i_qp_CNS 0.00 0.00 0.00 −1.00 −2.00 −2.00 −2.00 −2.00 −2.00 –2.0–2
6. r_mopac_Dipole 1.57 3.73 1.84 3.96 3.83 3.14 4.63 1.73 1.50 1–−12
7. r_qp_volume 1,489.67 1,677.13 1,886.26 2,051.56 2,380.64 2,616.12 2,836.69 3,074.95 3,339.37 500–2000
8. i_desc_First_Zagreb 166.00 182.00 198.00 214.00 230.00 246.00 262.00 278.00 294.00
9. r_qp_SASA 836.48 915.65 995.33 1,064.24 1,279.87 1,389.27 1,519.60 1,633.93 1,787.42 300–1000
10. r_qp_FOSA 527.46 620.98 733.70 802.52 1,012.32 1,124.63 1,230.41 1,370.91 1,515.75 0–750
11. r_qp_PISA 198.61 183.21 157.90 158.37 177.55 146.32 168.02 175.75 162.88 0–450
12. r_qp_PSA 43.94 43.67 47.57 46.42 42.48 47.89 45.43 47.79 43.69 7.0–200
13. r_qp_FISA 31.54 29.18 32.03 26.51 21.28 33.64 34.72 19.67 31.46 7–330
14. r_qp_WPSA 78.87 82.28 71.70 76.84 68.72 84.68 86.45 67.61 77.33 0.0–175.0
15. r_qp_donorHB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0–6
16. r_qp_accptHB 6.50 6.50 6.50 6.50 6.50 6.50 6.50 6.50 6.50 0.0–20.0
17. r_qp_QPpolrz 50.22 55.01 60.57 64.62 75.41 81.96 88.43 95.47 103.36 13–70
18. r_qp_QPlogPo/w 6.16 7.40 8.67 9.81 11.98 13.46 14.92 16.52 18.18 –2.0–6.5
19. r_qp_QPlogS −7.71 −8.57 −9.38 −10.06 −13.46 −14.95 −16.78 −18.21 −20.51 –6.5–0.5
20. r_qp_QPlogKp −0.63 −0.26 −0.02 0.47 1.02 1.06 1.51 2.19 2.32 –8.0–−1.0
21. r_qp_QPPMDCK 7,577.53 8,365.19 6,843.61 8,317.08 8,494.52 7,761.02 7,734.32 8,701.66 7,445.97 <25 poor, >500 great
22. r_qp_QPPCaco 4,975.04 5,238.45 4,922.62 5,552.44 6,224.53 4,752.50 4,641.00 6,447.90 4,983.75 <25 poor, >500 great
23. r_qp_QPlogBB −0.10 −0.31 −0.61 −0.78 −1.03 −1.43 −1.72 −1.78 −2.23 –3.0–1.2
24. r_qp_PercentHumanOralAbsorption 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 >80% is high
25. i_qp_RuleOfFive 1.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 Maximum is 4
26. i_qp_RuleOfThree 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 Maximum is 3
27. r_mopac_HOMO_Energy −8.42 −8.41 −8.56 −8.43 −8.40 −8.72 −8.48 −8.56 −8.50 PM7
28. r_mopac_LUMO_Energy −0.96 −0.85 −0.92 −0.88 −0.89 −0.91 −0.86 −0.83 −0.95 PM7
29. r_mopac_MOPAC_Total_Energy_EV −5,231.4 −5,831.2 −6,431.0 −7,030.8 −7,630.6 −8,230.5 −8,830.3 −9,421.0 −10,030.1 PM7
30. r_mopac_MOPAC_Heat_of_Formation −70.23 −91.10 −113.18 −134.85 −150.92 −174.29 −192.48 −206.67 −234.73 PM7
SASA: Solvent‑accessible surface area, WPSA: Weakly polar surface area, CNS: Central nervous system, HOMO: Highest occupied molecular orbital, LUMO: Lowest unoccupied 
molecular orbital

attributes. In the examination of the DATTn molecules 
(DATT2 to DATT10), a spectrum of significant characteristics 
and descriptors emerges. Evidently, these molecules manifest 
limited propensity for hydrogen bonding with water, denoted 
by an estimated average of zero hydrogen bonds donated 
to water molecules, juxtaposed with their capacity to 
accept an average of 6.5 hydrogen bonds from water. Their 
polarizability values indicate variations in their interaction 
potential, with DATT6 to DATT10 exceeding the conventional 
range. Moreover, the r_qp_QPlogPo/w descriptor highlights 
deviations in their affinity for organic solvents over water, 
which may impact solubility and distribution. Their aqueous 
solubility levels suggest potential obstacles, with all DATTn 
molecules encountering difficulties in achieving aqueous 
solubility. Strikingly, these compounds exhibit elevated skin 
permeability and the ability to effectively transgress the 
blood–brain barrier, promising prospects for dermal drug 
delivery and CNS interaction. Their adherence to Lipinski’s 
rule of five underscores their drug-like attributes, although 
Jorgensen’s rule of three implies potential challenges in 
oral availability. The analysis of electronic structure unveils 
fluctuations in highest occupied molecular orbital and lowest 
unoccupied molecular orbital energy levels, signifying shifts 
in reactivity and stability (Omer, et al., 2020; Ahmed and 

Omer, 2021). A  progressive trend of stability, as indicated 
by diminishing MOPAC total energy and heat of formation 
values, positions DATTn molecules for multifaceted 
applications in the pharmaceutical and chemical domains.

IV. Conclusion

The synthesis and assessment of DATTn compounds have 
unveiled their potential as promising antimicrobial agents. Our 
in vitro experiments have unveiled their remarkable antifungal 
activity against C. albicans, offering a promising avenue for 
combatting fungal infections. Nevertheless, it is crucial to 
acknowledge the limited efficacy of these compounds against 
S. aureus and E. coli, two clinically significant bacterial 
strains. The in silico molecular docking studies, conducted 
using the Schrödinger suite, have yielded valuable insights 
into the interactions between DATTn compounds and specific 
target proteins within these pathogens. Particularly, the robust 
binding affinity observed between DATTn compounds and 
the 8JZN protein in C. albicans suggests their suitability as 
potential drug candidates for treating fungal infections. The 
combined results from our in vitro and in silico investigations 
underscore the multifaceted nature of DATTn compounds, 
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emphasizing their promise as antifungal agents. Subsequent 
research and clinical trials are imperative to fully explore 
their therapeutic potential, evaluate their safety profile, and 
establish their efficacy for clinical applications.
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Abstract—This research investigates the radioactivity levels 
of various rock types used in construction within the Kurdistan 
region and assesses their potential impact on human health, 
the measurements were performed using an HPGe gamma-ray 
spectrometer. The measured activity concentrations of 226Ra, 
232Th, and 40K radionuclides varied from ND (Chromitite) 
to 78.68  ±  4.54  Bq/kg (Marly Limestone), ND (Chromitite) 
to  109.52  ±  10.23 Bq/kg (Mudstone), and ND (Chromitite) to 
2973.6  ±  152.1 Bq/kg (Claystone), respectively. The obtained 
Raeq values for all rock samples are well below the UNSCEAR, 
2008 recommended value of 370 Bq/kg. 71.43% of DR, 66.66% 
of Eout, 71.43% of Ein, 100% of Hin and Hout, 71.43% of ELCRout, 
71.43% of ELCRin, and 100% of activity utilization index of the 
rock samples are well below the recommended values declared by 
UNSCEAR, 2008. The radioactivity level of rock types that are 
prepared as building materials should be assessed by the producers 
and considered by the users to reduce the overall cancer risk. The 
outcomes of the RESRAD-BUILD computer code indicate that the 
maximum external and inhalation doses were calculated to be 19.7 
and 0.105 μSv for R7 and R1 samples, respectively, over a period 
of 70 years.

Index Terms – Annual dose, Building materials, HPGe 
detector, Primordial radionuclides, Radiation indices, 
RESRAD-BUILD code, Rocks.

I. Introduction
Radiation is present in the environment, and people are 
exposed to it in their natural environments through frequent 
sources of ionizing radiation. Background radiation typically 
comes from terrestrial and cosmic rays (Guidebook, 1989). 
The most common radionuclides in nature that produce 

gamma radiation are thorium, uranium, and potassium. 
Potassium experiences a simple radioactive decay, but uranium 
and thorium go through a series of complex disintegrations 
(Hanfi, et al., 2021).

The fundamental source of radiological exposure that 
monitors interest is due to primordial radionuclides such as 
238U, 232Th, and 40K, which occur in minerals such as zircon 
and monazites (Gaafar, Cuney, Gawad, 2014).

Uranium and thorium produce oxygen-containing 
compounds. Typically, 2–4  ppm of uranium and 8–12  ppm 
of thorium can be found in the crust of the earth. The 
minerals with the highest thorium concentrations in rocks 
are monazite, orthite, zircon, sphere, epidote, and apatite 
(El Mezayen, et al., 2019).

Potassium is the major element and thorium is the minor 
element by weight content in the Earth’s crust (2.83% and 
9.6  ppm, respectively). The origin of radon in minerals 
in the crust of the earth is the decay of uranium and 
thorium; the concentration increases in fractures and veins 
(Gundersen, 2020).

The rocks are used for different building purposes, such 
as cement (limestone) and construction material (sandstone), 
which are both sedimentary sources; bath scrub (pumice) 
and kerb stone (granite), which are both of igneous sources; 
roofing material (slate), which is of metamorphic source; and 
statues, ornaments, and adornments (marble), which are all 
made from metamorphic rocks (Hossain, et al., 2020).

As the public’s anxiety grows, numerous studies have 
been conducted recently to evaluate the natural primordial 
radionuclides present in different rock types used as building 
materials locally and internationally (Ahmed and Hussein, 2011; 
Legasu and Chaubey, 2022; Alshahrani, 2021; Salaheldin, et al., 
2020; Abbas, Khattab and Abdel Azeem, 2018; Harb, et al., 
2012a; Alnour, et al., 2012; Harb, et al., 2012b; Turhan, 2010; 
Rosianna, et al., 2020; Kuzmanović, et al., 2020; Oladunjoye, 
et al., 2022; Narloch, et al., 2019; Fallatah and Khattab, 2023).

In Iraq, especially within the Kurdistan area, there is no 
level of reference for radioactivity, and the majority of the 
population has constructed their dwellings from a variety of 
materials derived primarily from rocks.
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The samples in the study area are composed of igneous, 
metamorphic, and sedimentary rocks (Table I), deposited 
at different geological ages from the Mesozoic to the 
Cenozoic. Tectonically, the study area is within the unstable 
shelf, and this zone is divided into subdivisions: thrust 
zone, imbricated zone, and high folded zone (Jassim and 
Goff, 2006).

In this study, the natural radioactivity of various rock 
types in the Kurdistan region of Iraq is determined using 
an HPGe gamma-ray spectrometer. Based on guidelines 
issued by UNSCEAR 2008, radium equivalent activities, 
the absorbed dose rate, annual effective dose, external and 
internal hazard index, activity utilization index (AUI), and 
excess lifetime cancer have been determined. In addition, 
the residents’ inhalation and external doses have been 
computed using the simulation RESRAD BUILD computer 
code. Aiming to inform safety standards and mitigate 
health risks associated with prolonged exposure to natural 
radionuclides.

II. Geological Setting of the Study Area
Tectonically, Iraq is divided into many NW-SE trending 

parallel zones, according to Jassim and Goff, 2006. Iraq is 
tectonically divided from the southwest to the northeast 
into two major units: The Arabian Platform and the Shalair 
(Sanandaj-Sirjan) Terrane. The Arabian Platform is divided 
into an inner and an outer platform. The inner platform 
corresponds to the southwestern part of the stable shelf, 
whereas the outer platform was divided into the Mesopotamia 
Foredeep and the Western Zagros Fold-Thrust Belt. The 
Western Zagros Fold-Thrust Belt is further divided into four 
zones: The Low-Folded Zone (equivalent to the Foothill 
Zone), the High-Folded Zone, the Imbricate Zone, and the 

Suture Zone (Jassim and Goff, 2006). The geological map of 
the study area is shown in Fig. 1.

III. Materials and Procedures
A. Collection and Processing of Samples
In this investigation, 21 different types of rocks (three 

samples from each position and taking the average reduce 
the statistical uncertainty and improve the stability) were 
gathered from different locations in Kurdistan, as depicted in 
Fig. 2. All of the samples were pulverized and ground to the 
proper grain size for a 100-mesh sieve, and then desiccated 
in a furnace at 110°C for approximately 24  h. To establish 
secular equilibrium among the parent and its progeny, the 
dried samples were set within a 1  L Marinelli beaker with 
a tightly taped and sealed neck to prevent radon gas from 
escaping and then stored for 4 weeks.

In addition to the longitude, latitude, and altitude obtained 
using the GPS model (GPS-72, GARMIN), the geological 
character and elevation above sea level at each location have 
been determined, as illustrated in Table I.

B. Estimation of Primordial Radionuclides in Rock Samples
The activity concentration of radionuclides was obtained 

from the spectra. In this configuration, Princeton Gamma 
Tech (PGT) Corporation, United States, manufactured the 
high-purity germanium detectors consisting of a vertically 
closed-end p-type coaxial with the following features: The 
diameter and length of the crystal are 70.6 and 70.7  mm, 
respectively (Azeez, Ahmad and Mansour, 2018).

Both resolution and relative efficiency for the detector 
were 1.97 keV for the second photopeak of 60Co and 73.8%, 
respectively. The system’s energy was calibrated using man-

TABLE I
Geological and Geographical Information about the Study Area

Sample code Location Rock type Rock components Longitude Latitude Elevation (m)
R1 Bastora Mudstone Clay minerals 36°19’58” N 44°10’07” E 620
R2 Banaman Sandstone Quartz, feldspar, and rock fragments 36°21’14” N 44°10’47” E 740
R 3 Banaman Marly limestone Claystone and calcite 36°21’14” N 44°10’55” E 750
R 4 Banaman Chalky limestone calcite 36°21’30” N 44°11’20” E 800
R 5 Banaman Dolomitic limestone Dolomite mineral and calcite 36°21’30” N 44°11’20” E 800
R 6 Kore Gypsum Gypsum minerals 36°23’59” N 44°15’12” E 820
R 7 Kore Claystone Clay minerals 36°23’59” N 44°15’12” E 820
R 8 Hujran Siltstone Quartz and feldspar 36°24’27” N 44°15’45” E 830
R 9 Hujran Marlstone Clay minerals and calcite 36°24’48” N 44°15’48” E 830
R 10 Hujran Limestone Calcite 36°25’12” N 44°15’54” E 860
R 11 Beklo Gabbro Pyroxene, Ca‑plagioclase, and Olivine 36°07’13” N 45°16’20” E 1215
R 12 Qalandar Chromitite Chromite mineral and serpentine 36°48’33” N 44°27’00” E 1345
R 13 Beklo Amphibolite Homblend and plagioclase 36°08’20” N 45°17’25” E 1421
R 14 Jinasan Pyroxenite Pyroxene 100% 36°37’08” N 44°55’07” E 1468
R 15 Penjween Hornblendite Hornblende 100% 35°34’56” N 45°58’02” E 1469
R 16 Qaladiza Marble calcite 36°07’54” N 45°16’42” E 915
R 17 Shler valley Plagiogranite Quartz, Na‑plagioclase, and orthoclase 35°45’59” N 46°12’09” E 1400
R 18 Shler valley Granite Quartz, orthoclase and Na‑plagioclase 35°48’02” N 46°13’46” E 1920
R 19 Shler valley Metamorphosed granite Quartz, orthoclase, and Na‑plagioclase 35°46’07” N 46°16’58” E 1630
R 20 Shler valley Metamorphosed granite with 

increasing iron deposits
Quartz, orthoclase, and Na‑plagioclase+Iron 35°46’04” N 46°17’36” E 1840

R 21 Choman Phyllite Clay minerals 36°34’49” N 44°59’29” E 3288
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made sources of 60Co, 137Cs, and 226Ra. The standard sources 
used for the efficiency calibration must be under the same 
conditions as rock samples (Abdel-Rahman, et al., 2018; 
Bell, Judge and Regan, 2012).

The gamma spectroscopy technique of the HPGe detector 
at Koya University was used to obtain the spectra of rock 
samples. Both KCL and UO2 (OCOCH3)22H2O in powder 
and solution form were applied to the volumetric efficiency 

Fig. 1. Tectonic map of Iraq shows the study area (Ahmed, Kettanah and Ismail, 2020).

Fig. 2. Sampled position area in the Kurdistan Region.



ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X�

26� http://dx.doi.org/10.14500/aro.11545 

curves of Angle-3 with satisfaction (Azeez, Ahmad and 
Mansour, 2018).

To minimize the radiation that originates from the 
environmental background, the detector was enclosed in 
a lead that was 10  cm thick. The samples were left on the 
detector for 10  h. Using software developed for computers 
(Quantum-Gold for the PGT Corporation, 2001) and an 8000 
multichannel analyzer, the spectra were obtained (Smail, 
Mansour and Ahmad, 2023). The activity concentration of 
226Ra was obtained from the weighted average of both 214Pb 
and 214Bi decay with energies of 351.9 keV and 609.3 keV, 
respectively, whereas 232Th was obtained from 212Pb, 208Ti, and 
228Ac with energies of 583, 2614.5, and 911.2 keV, respectively. 
In addition, 40K was determined from 1460.8 keV (10.7%). For 
the activity concentrations (AC) of primordial radionuclides in 
rock samples, the following equation was used: (Jafir, 2023):
AC (Bq kg–1)= N (ε × γ × m × t)–1 ± SD (ε ×γ× m ×t)–1� (1)

Where N, ε, γ, m, t, and standard deviation are the net 
area under the photo peak after being subtracted from 
background, efficiency, branching ratio, mass, time, and 
standard deviation, respectively.

For primordial radionuclides, the minimum detectable 
activities (MDA) were obtained using the following formula 
(Dina, et al., 2022):

1MDA 1.645 ( )b m t      � (2)

Where b and 1.645 are background counts and statistical 
coverage factors at a specified level of confidence of 95%, 
respectively. The calculated MDA for 226Ra, 232Th, and 40K 
were found to be 0.54, 0.55, and 0.83 Bq/kg, respectively.

IV. Radiological Indices
Measurement and evaluation of radiological indices are 

required to emphasize the radioactive dangers resulting from 
the presence of radionuclides in rocks.

A. Radium Equivalent (Raeq)
Due to the asymmetrical distribution of primordial natural 

radionuclides in rock samples (Legasu and Chaubey, 2022). 
It was established that the activity concentrations of 226Ra, 
232Th, and 40K may be mathematically expressed as a single 
parameter of (Raeq).

Raeq (Bq kg–1) = ARa + ATh × 1.41 + AK × 0.077� (3)

Where ARa, AK, and ATh represent the radium, thorium, and 
potassium-specific activities, respectively.

B. Absorbed Gamma Dose Rate (DR)
The absorbed dose rate produced by evenly dispersed 

naturally existing radionuclides 226Ra, 232Th, and 40K at a 
height of 1  m over the ground’s surface was computed in 
accordance with the guidance stated by the UNSCEAR, 2000. 
The following relationship is used to calculate the absorbed 
gamma dose rate (on the Effects of Atomic Radiation and 
others, 2008) (Dina, et al., 2022):

DR (nGy h-1) = ARa × 0.462 + ATh × 0.604 + AK × 0.0417� (4)

C. Annual Effective Dose Rate (Ein and Eout)
The dose conversion factor (0.7) and the indoor occupancy 

factor (0.8), assuming 80% of the time is spent inside, are 
utilized for calculating the indoor annual effective dose 
rates (Qureshi, et al., 2014). This information comes from 
UNSCEAR. The annual effective dose (mSv/y) that a 
building resident would receive as a result of the activity 
within the rock materials was calculated using the following 
formula (Legasu and Chaubey, 2022):
Ein (mSv/y) = DR × 8760 × 0.8 × 0.7 × 10–6� (5)

In a similar way, the outdoor annual effective dose 
(Eout) is derived from the total gamma radiation dose rate 
(DR) absorbed in rock samples by factoring in the outside 
occupancy factor of 0.2 and converting the factor from 
the rate of dose absorbed within air to the effective dose 
for individuals, which is 0.7 Sv.Gy-1. UNSCEAR (2000) 
provided the following equation for calculating Eout:
Eout (mSv y–1) = DR × 8760 × 0.2 × 0.7 × 10–6� (6)

D. AUI
The AUI is an index that may be used to determine 

whether a material is suitable for building construction or 
not, given that the material has dual impacts and may be 
utilized as both a radiation shield and a source of radiation. 
It is an indicator of the mass percentage of construction 
materials in a building that is proportional to the fractional 
usage of those materials. (AUI) is computed using the 
formula below (Qureshi, et al., 2014; Jafir, Ahmed and 
Saridan, 2018):

TABLE II
Activity Concentrations of Primordial Radionuclides in Different 

Rock Samples

Sample code Activity concentration (Bq/kg)
226Ra 232Th  40K

R1 28.84±3.54 109.52±10.23 1382.10±75.12
R2 25.06±2.66 50.64±4.77 1544.90±67.19
R3 78.68±4.54 7.71±2.53 494.20±32.03
R4 22.83±2.53 ND±ND 181.9±19.41
R5 ND±ND 1.19±0.69 ND±ND
R6 ND±ND ND±ND 4.06±0.76
R7 31.50±3.94 15.21±2.52 2973.60±152.1
R8 3.41±0.32 ND±ND 62.22±2.94
R9 36.49±3.47 13.58±3.52 683.60±43.74
R10 41.75±3.87 23.07±4.38 2559.60±120.80
R11 ND±ND ND±ND 43.96±3.50
R12 ND±ND ND±ND ND±ND
R13 1.98±0.31 9.5±0.51 9.65±1.27
R14 5.77±1.35 13±1.59 52.64±6.57
R15 8.08±1.48 10.57±1.96 261.7±17.89
R16 2.38±0.81 ND±ND ND±ND
R17 ND±ND 1.07±0.34 32.62±4.39
R18 23.16±3.04 58.43±5.94 1319.5±72.04
R19 32.74±3.36 65.82±5.89 2013.20±95.44
R20 11.71±1.77 12.18±2.08 423.80±24.9
R21 4.82±0.72 3.02±0.66 107.90±6.18
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Where ƒRa (0.462), ƒTh (0.604), and ƒK (0.0417) represent 
the relative contributions of the three radionuclide activities 
to the gamma dose amount within air.

V. Results and Discussion
Table II displays the results of the gamma-ray activity 

concentrations of 226Ra and 232Th, as well as the single decay 
scheme of 40K. Concentrations of gamma-ray radionuclide 
activity are depicted in Fig.  3. Chromitite had the lowest 
concentrations of 226Ra, 232Th, and 40K, all of which were 
below detection (ND). Maximum activity concentrations 
of 226Ra, 232Th, and 40K were found in marly limestone 
(78.68 ± 4.54 Bq/kg), mudstone (109.52 ± 10.23 Bq/kg), and 

clay stone (2973.6 ± 152.1 Bq/kg), respectively. The absence 
of primordial radionuclides in chromitite rock types is related 
to the mineral composition, formation process, geological 
settings, and chemical differentiation.

When these results are compared to the global average 
value, the activity concentration of 226Ra for all studied 
samples is within the same range as the global average (32 
Bq/kg) stated by the (on the Effects of Atomic Radiation and 
others, 2008), with the exception of 14.28%, which is found 
in marly limestone (R3), marlstone (R9), and limestone 
(R10). For 232Th activity concentration, 19% of the rock 
samples exceed the value of 45 Bq/kg, as in mudstone (R1), 
sandstone (R2), granite (R18), and metamorphosed granite 
(R19). Compared to UNSCEAR, 2008  (400 Bq/kg), it was 
found that 42.8% of the rock samples had higher 40K activity 
concentrations. Long-term inhalation exposure to uranium 
and thorium can cause several health problems, including 
anemia, acute leucopenia, chronic lung illnesses, and oral 

Fig. 3. Contour maps for activity concentrations of primordial radionuclides in rock samples.
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necrosis. Cancers of the lungs, pancreas, liver, and kidneys 
can result from exposure to thorium (Taskin, et al., 2009).

Table III compares the obtained activity concentration 
values for 226Ra, 232Th, and 40K with those observed in different 
countries. The radioactivity of sandstone samples is comparable 
to the same results reported in Bangladesh (Jaintapur region) 
(Dina, et al., 2022), but different from the same rock types in 
Egypt (Harb, et al., 2012a), the discrepancy in data between 
the two countries is due to the use of different detectors. For 
example, HPGe and NaI detectors are used. For the gypsum 
sample, our results are comparable to those reported in Turkey 
(Turhan, 2010) and Brazil (Narloch, et al., 2019) and lower 
than those in Iran (Imani, et al., 2021) and the use of gypsum 
in construction is safe and below the standard values in all of 
the countries mentioned. In the case of the siltstone samples, 
the results are completely different and considerably lower than 
those reported in Egypt (Harb, et al., 2012a). The results for 
limestone samples are completely inconsistent with those from 
Turkey (Turhan, 2010), particularly for the 40K concentrations. 
Inconsistent with prior measurements from the Western Alps in 
France (Malczewski and Żaba, 2012), the outcomes obtained in 
this study for marble samples fall within the limits stated in the 
UNSCEAR 2008, report. The activity concentrations in granite 
samples are less than those reported in Egypt (Harb, et al., 2012a) 

and Malaysia (Alnour, et al., 2012) for 226Ra, comparable for 
232Th, and greater than that for 40K, but less than those reported in 
Nigeria (Oladunjoye, et al., 2022) and Saudi Arabia (Fallatah and 
Khattab, 2023) for 226Ra and 232Th and greater than that for 40K. 
The activity concentrations for 226Ra, 232Th, and 40K in chromitite 
are below the detection limit (ND), which is completely different 
from the results reported for the same rocks in India (Srinivasa, 
Rangaswamy and Sannappa, 2019). Chromite deposits (ultrabasic 
rocks) are found in the ultrabasic rocks of many ophiolites 
(Büchl, Brügmann and Batanova, 2004). Potassium, uranium, 
and thorium content increase in igneous rocks with magmatic 
fractionation. This decreases in basic and ultrabasic rocks since 
these elements fall within the incompatible group, that is, they 
are related to components with large radii and high charges, 
which felsic rocks lack (Aydin, et al., 2006; Lasheen, et al., 
2021). Considering the geological mineral composition of rock 
samples and the geographical conditions derived from different 
regions of the earth’s crust, there is a wide variation in activity 
concentration in the same rock types around the earth.

A. Radiological Hazard Indices
The estimated radiological effects (radium equivalent, 

absorbed gamma dose rate, annual effective dose rate, and 
AUI are tabulated in Table IV and depicted in Fig. 4.

TABLE III
Compares Current study Activity Concentrations to Those in Different Countries

Country Rock type Activity concentration (Bq/kg) References
226Ra 232Th 40K

Saudi Arabia Pumice 79.03 73.13 521.91 (Alshahrani, 2021)
Saudi Arabia Granite 102.5 486.8 726 (Fallatah and Khattab, 2023)
Iraq (Kurdistan) Basalt 5.65±0.22 21.4±1.78 203.34±8.12 (Ahmed and Hussein, 2011)
Egypt Granite 45.75±2.28 50.91±2.56 826.13±39.33 (Salaheldin, et al., 2020)
Egypt Sand‑siltstone 88.8 458.8 627.5 (Abbas, Khattab and Abdel Azeem, 2018)
Egypt Gneiss 28.4±3 37.7±4 1167.6±42 (Harb, et al., 2012a)

Granite 118±7 90.5±7 2208±91
Basalt 59.5±4 67.7±6 718.5±42
Sandstone 7.5±1.5 12.5±3 263.9±11
Siltstone 113±7 148.5±12 1672±55

Brazil Natural gypsum 1.91±0.10 1.14±0.06 ND (Narloch, et al., 2019)
Malaysia Granite 39±0.7 52±1 611±15 (Alnour, et al., 2012)
Iran Gypsum 12 14 116 (Imani, et al., 2021)

Granite 38 47 917
Marble 7 7 34

Yemen Basalt 21.79±3.1 19.5±2.6 399.3±16 (Harb, et al., 2012b)
Turkey Gypsum 7.2 3.4 40.7 (Turhan, 2010)

Limestone 19 4.3 55
Indonesia Volcanic 22882±16 33549±23 1909±134 (Rosianna, et al., 2020)
China Granite 356 318 1636 (Tuo, et al., 2020)
Serbia Granite 200±89 77±6 1280±78 (Kuzmanović, et al., 2020)
Nigeria Granite 130±20 352±41 412±119 (Oladunjoye, et al., 2022)
Western Alps, France Calcschist 14.4 14.4 392 (Malczewski and Żaba, 2012)

Carbonaceousbreccia 22.5 4.26 111
Limestone dolomite 26.2 0.52 18
Dolomite 29.0 3.0 129
Marble 25.7 1.63 78
Quartzite 9.1 8.3 572

India (Karnataka) Chromite 51.9±1.3 79.4±1.6 423.9±9.6 (Srinivasa, Rangaswamy and Sannappa, 2019)
Bangladesh (Jaintiapur area) Sandstone 25±2 37±4 884±41 (Dina, et al., 2022)
World average Background 32 45 400 (On the Effects of Atomic Radiation and others, 2008) 
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TABLE IV
The Estimated Radiation Hazard Indices for the Rock Samples

Rock types Raeq. Bq/kg DR (nGy/h) Eout (mSv/y) Ein (mSv/y) AUI
R1 291.87 137.11 0.17 0.67 1.70
R2 216.43 106.58 0.13 0.52 0.97
R3 127.75 61.61 0.08 0.30 0.86
R4 36.83 18.13 0.02 0.09 0.23
R5 1.70 0.72 0.00 0.00 0.01
R6 0.31 0.17 0.00 0.00 0.00
R7 282.21 147.74 0.18 0.72 0.72
R8 8.20 4.17 0.01 0.02 0.04
R9 108.54 53.56 0.07 0.26 0.56
R10 271.83 139.96 0.17 0.69 0.87
R11 3.38 1.83 0.00 0.01 0.00
R12 ND ND ND  ND ND
R13 16.31 7.05 0.01 0.03 0.13
R14 28.42 12.72 0.02 0.06 0.21
R15 43.35 21.03 0.03 0.10 0.22
R16 2.38 1.10 0.00 0.01 0.02
R17 4.04 2.01 0.00 0.01 0.02
R18 208.32 101.02 0.12 0.50 1.03
R19 281.87 138.83 0.17 0.68 1.26
R20 61.76 30.44 0.04 0.15 0.29
R21 17.44 8.55 0.01 0.04 0.09
World average 370 59 0.07 0.41 2

In the current study, the Raeq varied from ND (R12) to 291.87 
Bq/kg (R1), as depicted in Fig. 4. The obtained values are lower 
than the suggested maximum of 370 Bq/kg (Annex, 2000).

The estimated absorbed dose rate ranges from ND (R12) 
to 147.74 nGy/h (R7); the maximum values are nearly twice 
the worldwide mean value of 59 nGy/h (Annex, 2000; Jafir, 
2023), indicating that 28.57% of the calculated absorbed dose 
rate resulting from natural radioactive nuclides within the 
air for the studied area is above the allowed internationally 
recommended value. The outdoor annual effective doses of 
the public in the Kurdistan region due to exposure range 
from ND (R12) to 0.18 mSv/y (R7), whereas the indoor 
annual effective doses varied from ND (R12) to 0.72 mSv/y 
(R7), which indicates that 33.34% and 28.57% of the rock 
samples are outside the range of 0.07 mSv/y and 0.41 mSv/y 
for both types, respectively, as declared by (on the Effects of 
Atomic Radiation and others, 2008).

The obtained AUI values range from ND (R12) to 1.70 
(R1). All are <2, implying an effective annual dose of a value 
below 0.3 mSv/y (Jafir, Ahmed and Saridan, 2018). The 
result demonstrates that these rocks are suitable for use in 
construction. Similar results were obtained by (Raghu, et al., 
2017) regarding construction materials.

Fig. 4. The estimated radiation hazard indices for the rock samples.
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B. RESRAD BUILD Simulation
About 80% of the inhabitants’ time is spent indoors, 

so they might be significantly impacted by the natural 
radioactivity that emanates from the components of building 
materials. It is possible to calculate the radiological indoor 
dose of a resident of a radioactively contaminated building 
using the RESRAD-BUILD code (Yu, et al., 1994).
Room dimensions scenario

To investigate the impacts of the rocks used to construct 
the building’s walls, the thickness of the walls was fixed at 
20 cm, and the room dimensions were fixed at (3 × 6 × 3) m. 
The annual external and inhalation dose rates were computed 
over 70  years. The rocks’ density was 1.51  g/cm-3. For this 
scenario, the default values for the inhalation rate of 18 m3/
day, deposition velocity of 0.01/ms, ingestion rate of 0.0001 
m2/h, and resuspension rate of 0.0000005/s were applied. 
The input activity concentrations of 226Ra, 232Th, and 40K for 
RESRAD-BUILD simulations are listed in Table II.
External dose rate

Fig.  5 depicts the calculated external exposures for all 
samples over an average period of 70 years. During the first 
30  years, the external indoor doses increased significantly 
before becoming reasonably saturated. Maximum external 
doses over 70  years were observed to be 19.7 μSv in 
the R7  sample; compared to the R10  sample, the activity 
concentrations of 226Ra and 232Th are lower in R10, whereas 
the activity concentration of 40K is higher, reflecting the 
fact that the cases were controlled by the high activity 
concentrations of 40K. All measured values are well below 
the UNSCEAR 2000 critical value of 2.6 mSv/y. This 
is consistent with the results of previous investigations 
(Adelikhah, et al., 2022).
Inhalation indoor dose rate

The calculated indoor inhalation doses for all samples 
and the average period of 70  years are presented in Fig.  6. 
During the first 30  years, indoor inhalation doses increased 
significantly before becoming relatively constant. The R1 
exhibited the highest indoor inhalation doses due to the 

high activity concentrations of 226Ra and 232Th, respectively. 
Compared to the activity concentration in R10  samples, 
radon originates from 226Ra (222Rn) and 232Th (220Rn), whereas 
40K does not contribute to dose inhalation (Adelikhah, et 
al., 2022; Ndjana Nkoulou 2nd, et al., 2022). This inhalation 
dose range is lower than the global average of 5.799 μSv/y 
(Annex, 2000). The low level of radon concentration in 
building materials over 70 years is due to continuous changes 
in the air exchange rate. Mudstone (R1) has the greatest 
inhalation dose among the 21 studied rocks, while R12 has 
the lowest (zero) inhalation dose delivered to the inhabitants.

VI. Conclusion
The calculated activity concentrations of primordial 
radionuclides 226Ra, 232Th, and 40K fall within the range 
declared by UNSCEAR (2008), with the respective 
exception ratios of 14.28%, 19%, and 42.8% for the studied 
rock samples. The determined activity concentrations and 
radiological hazards in the rock types can be used as baseline 
data to determine any future radiological changes resulting 
from environmental and human activities. The lowest amount 
of Raeq was found in chromitite, whereas the greatest amount 
was identified in mudstone. A  wide variation of activity 
concentration was observed in different rock types, the 
result of the present study indicates that individuals should 
be aware of the potential radiological risks of utilizing rocks 
as building materials before using them and that long-term 
exposure to low doses of radiation in rock samples can 
increase the overall risk of cancer. According to the results 
obtained from RESRAD simulations, the indoor dose was 
controlled by 232Th compared to 226Ra due to the homogenous 
condition for both 222Rn and 220Rn in the standard model 
of the room; the short lifetime of 220Rn (56 s) reflects 
the uncertainty in the homogeneity. Finally, because the 
RESRAD-BUILD takes into account both radionuclide decay 
and the ingrowth of the decay product, the ingrowth of the 
232Th decay product may cause the dosage to look higher, 
but 226Ra is not an issue because it reaches equilibrium much 
faster. The results also show that 40K controlled the external 

Fig. 6. Long-term variation in the inhalation dose rate that individuals in 
a standard room are exposed to for all rock samples.Fig. 5. Long-term variation in the external dose rate that individuals in a 

standard room are exposed to for all rock samples.
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dose rate, but it did not contribute to the indoor dose due 
to its long half-lives. Furthermore, the rocks used in the 
building construction would not contain pure 226Ra or 232Th, 
although they can have a distributed decay chain.
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Abstract––The development of very effective coarse aggregate types 
and sizes can lead to a rapid increase in the production of high strength 
concrete (HSC). This research investigates the effects of five different 
coarse aggregate types and a range of maximum coarse aggregate 
sizes on the mechanical properties of concrete through experimental 
tests and numerical analysis. The workability of fresh concrete 
is examined using the slump cone test, whereas the mechanical 
performance of hardened concrete is assessed through compressive 
strength and splitting tensile strength tests. The experimental results 
are compared to the predicted results from the codes and design 
guidelines to assess their predictions. Both coarse aggregate types 
and sizes show a significant influence on the mechanical properties of 
HSC performance, especially the compressive strength of HSC, which 
could be increased on average by 25%. Moreover, the predictions of 
splitting tensile strength using the ACI 318 and ACI 363 equations are 
not very accurate, particularly at a high strength range. Therefore, this 
study develops a new equation for predicting splitting tensile strength 
based on both experimental test results conducted in this research and 
a significant amount of data collected from the literature. Evaluation 
metrics, including R2, RMSE, MAPE, and MAE, demonstrate the 
superior accuracy of the proposed equation compared to the design 
guidelines equations. The findings of this research can contribute 
toward the optimization of aggregate type and size in concrete mix 
design for enhanced performance and provide valuable insights into 
the relationship between compressive and splitting tensile strengths 
in HSC.

Index Terms—High-strength concrete, maximum 
aggregate size, compressive strength, splitting tensile 
strength, aggregate types

I. Introduction
High-strength concrete (HSC) has been used widely 
throughout the world, but its popularity has recently emerged 
in Iraq. It is defined as concrete with a compressive strength 
of 55 MPa or greater (ACI Committee 363, 2010). HSC 
production utilizes common materials such as cement, sand, 
and coarse aggregate, along with admixtures such as high-
range water-reducing admixture, silica fume, and fly ash 
(Darwin and Dolan, 2021). However, achieving desired 
strength relies on a low water-to-cement ratio (Wu et al., 
2001b) and strict quality control during production (Darwin 
and Dolan, 2021). The application of HSC is driven by its 
high uniform density, low permeability, and high durability. 
It has been used in the columns of high-rise buildings to 
reduce size, increase floor space, and permit longer spans in 
bridges (Gjørv, 2008; ACI Committee 363, 2010).

The properties of HSC, and in particular compressive 
strength, which is one of the most significant criteria in the 
design of concrete structures, are influenced by parameters, 
namely: Cement type, supplementary cementitious materials, 
chemical admixtures, and curing regimes. However, the 
properties of coarse aggregate, especially its types and 
maximum particle size, significantly impact the strength 
behavior of HSC (Caldarone, 2009; Meddah, Zitouni and 
Belâabes 2010; Jin et al., 2021). The role of coarse aggregate 
in compressive strength is critical in HSC. This is due to the 
high matrix strength in HSC, which increases the likelihood 
of crack development through aggregates and consequently 
modifies cracking mechanisms compared to ordinary concrete 
(Neville and Brooks, 2010).

The relationship between maximum coarse aggregate size 
(MCAS) and the compressive strength of HSC has been 
studied by many researchers. For instance, Wu, Chen and 
Yao (2001a) reported that the compressive strength of HSC 
increases as MCAS increases but subsequently decreases 
beyond MCAS of 15  mm. Experimental investigations 
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conducted by Rao and Prasad (2002) and Akçaoğlu, Tokyay 
and Çelik (2002) emphasized a positive correlation between 
MCAS and compressive strength, with peak strength 
observed at a MCAS of 20 mm and 32 mm, respectively.

However, Meddah, Zitouni and Belâabes (2010) observed 
only a marginal increase in the compressive strength of 
HSC when MCAS was reduced from 25  mm to 15  mm. 
Moreover, Grabiec, Zawal and Szulc (2015) conducted 
a study to examine the influence of MCAS (8  mm and 
16  mm), aggregate type (gravel, crushed basalt, and crushed 
granite), and cement content (600  kg/m3 and 700  kg/m3) on 
the properties of HSC. They found that reducing MCAS 
increased compressive strength for both gravel and crushed 
granite but led to a significant reduction for crushed basalt 
at 700  kg/m3 cement content. At lower cement content, 
decreasing MCAS reduced compressive strength for gravel 
and crushed granite but improved it for crushed basalt. They 
also acknowledge that a wider range of MCAS needs to be 
explored to specify the relationship between aggregate size 
and the strength behavior of HSC. A  more recent numerical 
and theoretical investigation by Jin et al. (2021) showed 
that the strength of concrete roughly increased as the 
MCAS was reduced. MCAS is also found to influence the 
tensile strength of HSC. According to studies conducted by 
Akçaoğlu, Tokyay and Çelik (2002) and Al-Oraimi, Taha and 
Hassan (2006), the tensile strength of HSC increases with 
decreasing MCAS, whereas Rao and Prasad (2002) reported 
the opposite trend. These conflicting results highlight the 
need for further investigation to clarify the effects of MCAS 
on the compressive strength and tensile strength of HSC.

Several researchers (Kılıç et al., 2008; Beushausen and 
Dittmer, 2015; Vishalakshi, Revathi and Sivamurthy Reddy 
2018) have identified aggregate type (strength, shape, surface 
texture, and mineralogy) as a critical factor affecting the 
compressive strength of HSC. Their findings indicate that 
stronger aggregates contribute to an overall enhancement 
in the strength of concrete. Moreover, these studies reveal 
a similar relationship between aggregate strength and the 
splitting tensile strength of concrete. However, Beushausen 
and Dittmer (2015) reported that the effect of aggregate 
strength on the splitting tensile strength or flexural strength 
of concrete is limited. The investigation conducted by 
Grabiec, Zawal and Szulc (2015) provided valuable insights 
into the factors affecting the compressive strength of HSC, 
but it did not reach conclusive findings regarding the sole 
influence of the aggregate type. In their study, Góra and 
Piasta (2020) investigated the impact of six distinct types 
of coarse aggregates on the properties of both ordinary and 
high-performance concrete. The experimental results revealed 
that an increase in aggregate strength does not always result 
in a corresponding increase in the compressive strength or 
splitting tensile strength of high-performance concrete. These 
mixed findings underscore the complexity and the need 
for further exploration of the influence of coarse aggregate 
characteristics on the strength behavior of HSC.

As discussed above, the influence of MCAS size and 
coarse aggregate type on the compressive strength and 
splitting tensile strength of HSC concrete remains inconsistent 

across various studies. Moreover, research on producing HSC 
without supplementary cementitious materials is also limited. 
In addition, previous investigations lack consensus regarding 
the optimum aggregate size and type for producing HSC. 
Thus, our research aims to systematically investigate the 
effects of five coarse aggregate types (crushed gravel [CG], 
crushed limestone [CL], crushed dolomitic limestone [DL], 
crushed high-calcium limestone [HCL], and natural gravel 
[NG]) and various MCAS (9.5  mm, 12.5  mm, 19  mm, and 
25  mm) for CG on the compressive strength and splitting 
tensile strength of HSC. We seek to provide clearer insights 
into optimizing aggregate type and size in concrete mix for 
enhanced performance and contribute to the development 
of a more sustainable and potentially more cost-effective 
production of HSC. By combining experimental tests with 
numerical analysis, this study also aims to improve an 
equation based on existing ACI 363R-10 and ACI 319-14 
equations for predicting splitting tensile strength based on the 
compressive strength of HSC.

II. Experimental Program
A. Materials and Test Methods
Ordinary Portland Cement (Type  I) was consistently used 

in this investigation for all mixtures. A liquid polycarboxylic-
based superplasticizer was utilized in this work to reduce 
mixing water and maintain concrete workability. Natural river 
sand with a smooth surface and rounded-shaped particles 
was used as fine aggregate. Its specific gravity and water 
absorption, determined based on ASTM C128-15 (2015), were 
2.7 and 0.6%, respectively. The grading of fine aggregate 
complied with ASTM C 33/C33M-18 (2018), see Fig. 1.

In this experimental investigation, five different aggregate 
types, namely: CG, CL, DL, HCL, and NG, were utilized to 
examine the effect of aggregate types on the strength behavior 
of HSC. The aggregates were sourced from three different 
aggregate production plants within the Sulaymaniyah 
governorate/Iraq, see Fig. 2a.

The types of aggregates were identified using macroscopic 
observation and X-ray fluorescence (XRF) testing. The results 
of XRF tests for the five types of aggregates are presented 

Fig. 1. Particle size distribution of fine aggregate.
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in Table I. Visual observation showed that CG aggregate 
contained limited proportions of uncrushed particles and a 
small percentage of limestone aggregates. We conducted 
visual assessments on CG samples and differentiated between 
uncrushed and limestone particles. The separated particles 
were weighted differently, and the average percentage of 
different components was computed. The rationale behind 
using this technique was to determine major components 
quickly. The detailed physical characteristics of different 
coarse aggregates are summarized in Table II. To investigate 
the influence of MCAS on the compressive strength and 
splitting tensile strength of HSC, CG aggregates with 
different MCAS of 9.5  mm, 12.5  mm, 19  mm, and 25  mm 
were used.

In the selection of aggregate types and sizes, we prioritized 
local availability to reduce transportation impacts and costs. 
Not only does this strategy support the local economy, but 
it is also in line with environmental standards aimed at 
reducing carbon footprints related to construction materials. 
In addition, our choices met the requirements of relevant 
standards like ASTM C 33 for aggregates, which offer 
guidelines on the grading and quality of aggregates. Particle 
size analysis of various aggregate types and different sizes of 
CG considered in this study conformed to the requirements 
of ASTM C 33/C33M-18  (2018), as shown in TABLE III 
and presented graphically in Fig. 3. ACI 363R-10 sets ASTM 
C33 as the minimum requirement for aggregate to produce 
HSC.

B. Mix Proportions and Sample Preparation
The concrete mixture was designed following the 

guidelines outlined in ACI Committee 211  (2008) and was 

further refined through the use of trial mixes. The proportion 
of the mixture for all concrete specimens remained consistent 
throughout the experimental program and consisted of 
560  kg/m3 of cement, 175  kg/m3 of water, 660  kg/m3 of 
sand, 1027  kg/m3 of coarse aggregate, and 4.48  kg/m3 of 
superplasticizer. The concrete constituents were thoroughly 
mixed in a tilted concrete mixer, Fig. 4a. Initially, the coarse 
aggregate and a portion of the mixing water are blended. 
Then, sand, cement, and approximately 70% of the water 
are added to the mixer incrementally and mixed for about 
5  min. Subsequently, the remaining water is combined with 
the superplasticizer and introduced into the mixture, followed 
by an additional 5 min of mixing.

After the mixing process, a slump test was conducted in 
accordance with ASTM C143/C143M−15a (2015) to assess 
the workability of fresh concrete. Standard steel cylinders 
with a diameter of 100  mm and a height of 200  mm were 
oiled, poured in three layers, and adequately compacted 
using a table vibrator, Fig. 4b.

The concrete specimens cast, as shown in Fig. 4c, for the 
assessment of both compressive strength and splitting tensile 
strength were moist-cured and tested after 7, 28, and 56  days. 

TABLE I
Results of X‑ray Fluorescence (XRF) of Different Types of Coarse 

Aggregate, %

Aggregate types CaO SiO2 Al2O3 MgO Fe2O3 Others
Crushed gravel 16.20 70.51 6.89 0.98 2.60 2.82
Crushed limestone 67.42 19.75 4.96 3.76 1.85 2.26
Crushed dolomitic limestone 81.46 4.10 1.79 10.42 0.70 1.53
Crushed high‑calcium limestone 83.07 8.69 4.21 1.43 0.95 1.63
Natural gravel 5.12 77.93 12.64 0.88 1.55 1.88

Fig. 2. (a) Aggregate plant locations with respective aggregate types in brackets, (b) Coarse aggregate types: (a) crushed gravel, (b) crushed limestone, 
(c) crushed dolomitic limestone, (d) crushed high-calcium limestone, and (e) natural gravel.
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A total of three specimens were formulated for each compressive 
strength and splitting tensile strength reading. The compression 
test was conducted based on ASTM C39/C39M-14 (2018) (Fig. 
4d),  whereas the splitting tensile test was carried out according 
to ASTM C496/C496M-11 (2011) (Fig. 4e).

III. Results and Discussions

A. Workability
The influence of MCAS on concrete workability, as 

indicated by the slump value, is illustrated in Fig.  5a. It can 
be observed that the workability of concrete increased with 
an increase in MCAS. For instance, concrete produced with 
a 9.5 mm MCAS obtained the lowest slump value (200 mm), 
whereas concrete made with a 25  mm MCAS yielded the 
highest slump value (230 mm). This effect is attributed to the 
larger particles, which result in a smaller surface area for a 

given amount of aggregate mass, thereby reducing the water 
demand in a concrete mixture (Neville, 2011).

Fig.  5b demonstrates how aggregate types affect the 
workability of concrete in terms of slump value. The slump 
values of CG, CL, and DL concrete were similar and smaller 
when compared to the slump value of NG concrete. This 
is because the former concrete series was produced from 
angular, rough-surfaced, crushed aggregate, whereas the latter 
was produced from rounded and smooth-surfaced natural 
aggregate.

It was noticed that HCL concrete, despite sharing a similar 
shape and surface texture aggregates with CG, CL, and DL 
concrete, exhibited a lower slump value than its counterparts. 
This can be attributed to the aggregate gradation of HCL 
aggregate, which contained a higher proportion of smaller 
particles when contrasted with CG, CL, and DL aggregate, 
see Table III. This observation is supported by the test results 
reported by Uddin et al. (2017). Higher water absorption of 
HCL aggregate, as presented in Table I, could also contribute 
to the reduction of slump in HCL aggregate concrete.

Increasing MCAS improves workability, benefiting 
concrete placement and consolidation. However, this 
improvement comes at the cost of reducing compressive 
strength. To quantify this trade-off, this study explored the 
effect of MCAS on the compressive strength of HSC. For 
instance, both 9.5  mm and 12.5  mm MCAS yielded slump 
values of 200  mm and 215  mm, respectively. However, 
the 9.5  mm mix achieved a higher compressive strength 
of 67.07 MPa compared to the 60.56 MPa of the 12.5  mm 
mix. In addition, a 25  mm mix produced a slump value of 
230, but compressive strength dropped to 50.01 MPa, which 
is not considered HSC. This highlights the significance of 
optimizing HSC mix design to ensure efficient construction 
and structural performance.

B. Compressive Strength
Coarse aggregate is a crucial parameter that affects the 

compressive strength of HSC. The compressive strength 
results of concrete specimens containing different coarse 
aggregate types (CG, CL, DL, HCL, and NG) and moist-
cured for 7, 28, and 56 days are presented in Fig. 6.

Fig. 6 shows a significant variation in compressive strength 
among different aggregate types, highlighting the important 
role of aggregate characteristics (strength, shape, surface 
texture, and mineralogy) in determining the compressive 
strength of HSC. At 7  days of curing, the compressive 
strength of CG concrete was 1.2%, 13.2%, 17.3%, and 

TABLE II
Physical Properties of Different Coarse Aggregates (CG, CL, DL, HCL, and NG)

Properties of aggregate CG CL DL HCL NG Standards
Specific Gravity 2.68 2.72 2.71 2.50 2.65 (ASTM C127‑15, 2015)
Water Absorption, % 1.22 0.8 1.0 1.72 1.46 (ASTM C127‑15, 2015)
Flakiness and Elongation Index, % 7.1 7.8 9.3 8 6.6 (ASTM D4791–10, 2010)
Impact value, % 5.7 6.9 7.1 12.1 4.9 (BS 812‑112:1990, 1990)
Unit weight, kg/m3 1600 1590 1530 1560 1600 (ASTM C29/C29M‑17a, 2017)
Surface Texture Mostly Rough Rough Rough Rough Smooth ‑
CG: Crushed gravel, CL: Crushed limestone, DL: Dolomitic limestone, HCL: High‑calcium limestone, NG: Natural gravel

TABLE III
Particle Size Analysis of Different Aggregate Sizes of CG and 

Aggregate Types (CG, CL, DL, HCL, and NG) As Per ASTM 
C136/C136M‑14 (2014)

Aggregate type CG CG CG CG CL DL HCL NG
Aggregate size, mm 25 19 12.5 9.5 12.5 12.5 12.5 12.5
% Passing 25 mm 100 ‑ ‑ ‑ ‑ ‑ ‑ ‑
% Passing 19 mm 67.45 100 ‑ ‑ ‑ ‑ ‑ ‑
% Passing 12.5 mm 20.41 40.77 97.5 ‑ 100 98.9 100 97
% Passing 9.5 mm 5.34 7.34 40.4 100 44.5 45.4 69.7 65.8
% Passing 4.75 mm 0.06 13.1 19 11.2 0.7 14.60 2.5
% Passing 2.36 mm ‑ ‑ 0 4.6 1.4 0 0.49 0.1
% Passing 1.18 mm ‑ ‑ ‑ 2 ‑ ‑ ‑ ‑
CG: Crushed gravel, CL: Crushed limestone, DL: Dolomitic limestone, HCL: 
High‑calcium limestone, NG: Natural gravel

Fig. 3. Particle size distribution of different coarse aggregates.
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32.6% higher compared to CL, DL, NG, and HCL concrete, 
respectively. Similarly, at 28 days of curing, the CG concrete 
exhibited a 5.7% higher compressive strength compared to 
CL concrete, 13.3% higher than DL concrete, 18.56% higher 
than NG concrete, and 32.32% higher than HCL concrete. 
At 56  days of curing, CG concrete achieved the highest 
compressive strength, measuring 60.56 MPa, surpassing CL, 

DL, HCL, and NG concrete by 2.1%, 13.3%, 16.1%, and 
19.1%, respectively.

Despite having similar surface textures and a maximum 
aggregate size of 12.5  mm for the crushed aggregates, CG 
concrete consistently exhibited the highest compressive 
strength throughout all curing periods. CL concrete showed 
comparable compressive strength to CG concrete but was 
significantly higher compared to DL and HCL concrete. 
These variations are attributed to the differing strength 
characteristics and mineralogy of the crushed aggregates. 
The physical properties of the aggregates, as presented in 
Table II, indicate a stronger nature of CG and CL aggregates 
in comparison to DL and HCL aggregates. Moreover, the 
XRF test results in Table I reveal that CG and CL aggregates 
contain a higher proportion of quartz minerals compared to 
other crushed aggregates, and such aggregates generally 
demonstrate better mechanical properties (Liu et al., 2005). 
On the other hand, DL and HCL aggregates contain a 
significant amount of calcite minerals, as indicated in 
Table I. The presence of calcite minerals in these aggregates 
contributes to their inferior mechanical properties, as 

Fig. 6. Influence of different aggregate types on the compressive 
strength of HSC.

Fig. 5. Effect of (a) maximum coarse aggregate size, (b) aggregate type on concrete workability.
ba

Fig. 4. (a) concrete mixer, (b) shaking table, (c) some of the cast samples, (d) compression testing, and (e) splitting tensile testing.
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evidenced by test results reported by Beshr, Almusallam and 
Maslehuddin (2003).

NG concrete showed the lowest compressive strength 
at 56  days of curing, which can be related to a smooth 
surface and rounded gravel particles, resulting in a reduced 
aggregate-cement paste bonding strength. The compressive 
strength of NG concrete was higher compared to HCL 
concrete after 7 and 28  days, but HCL concrete exhibited 
greater strength after 56 days. This reversal might be due to 
strong bonding strength at the HCL-cement paste interface at 
a high strength level.

Fig.  7 shows the failure of tested specimens, made 
from different aggregates, after compression tests. Cracks 
predominantly passed through aggregates in CG and CL 
concretes, indicating a good aggregate-cement paste bond 
(Fig.  7a and b). However, a few instances of debonding 
between uncrushed particles and cement paste were observed 
in CG concrete (Fig. 7a), highlighting the impact of aggregate 
surface texture on the interfacial bond. Both DL and HCL 
concrete exhibited similar failure patterns, with cracks 
propagating through the middle of the specimens from top to 
bottom (Fig. 7c and d). Despite comparable surface textures, 
DL concrete achieved higher compressive strength than 
HCL concrete, underscoring the role of aggregate strength 
in enhancing overall strength in HSC. The NG specimen 
showed sporadic cracks throughout its height (Fig.  7e), 
possibly indicating localized failure due to a weak interfacial 
bond, likely related to the smooth surface texture of the NG 
aggregate.

Fig. 8 illustrates the compressive strength of concrete made 
from CG with varying MCAS of 9.5 mm, 12.5 mm, 19 mm, 
and 25 mm, and moisture-cured for 7, 28, and 56 days. It is 
evident that the compressive strength results are influenced 
by MCAS and curing time. The compressive strength of 
cylinder specimens increased as the MCAS increased.

At 7  days of curing, the compressive strength of concrete 
with an MCAS of 9.5  mm was 48.01 MPa. In comparison, 
for concretes made with MCAS of 12.5  mm, 19  mm, and 
25  mm, the corresponding strengths were 42.66 MPa, 

35.86 MPa, and 30.29 MPa, respectively. At 28  days, the 
compressive strength of concrete made with MCAS of 
9.5  mm, 12.5  mm, 19  mm, and 25  mm was 61.09 MPa, 
56.93 MPa, 45.84 MPa, and 40.77 MPa, respectively.

For the 56-day curing period, concrete formulated with 
MCAS of 9.5  mm and 12.5  mm achieved compressive 
strengths of 67.07 MPa and 60.56 MPa, respectively. In 
contrast, the concrete specimens produced using MCAS of 
19  mm and 25  mm demonstrated compressive strengths of 
50.75 MPa and 50.21 MPa, respectively, falling short of the 
HSC criteria defined by ACI 363. The 56-day test results 
reveal that reducing MCAS from 25 mm to 9.5 mm led to an 
average increase in compressive strength of slightly over 25%.

Several factors contribute to the achievement of higher 
compressive strength with smaller MCAS: Greater aggregate 
surface area (Neville, 2011), lower stress concentration 
around particles (ACI Committee 363, 2010), and a thinner 
interfacial transition zone at the aggregate-cement paste 
interface. Smaller aggregates also tend to have fewer internal 
flaws, like microcracks (Price, 2003), resulting in good 
mechanical performance, which is favorable for attaining 
high concrete compressive strength (Caldarone, 2009).

Based on the HSC definitions outlined in the introduction, 
both CG and CL demonstrate suitability for HSC production. 
This can be achieved by limiting the MCAS to 12.5  mm 
or smaller, thereby eliminating the need for supplementary 
cementitious materials typically used in HSC production. 
This approach to HSC production offers significant economic 
advantages for countries that lack access to by-products such 
as fly ash and silica fume.

Both ACI 211.4R-08 and ACI 363R-10 state that crushed 
and natural aggregates are acceptable for HSC production, 
with crushed aggregates generally being more effective due 
to their ability to create a better bond with the cement paste. 
The codes also state that HSC can be produced using MCAS 
of up to 25 mm, but they recommend smaller sizes, preferably 
13 mm or less. However, our findings show that only crushed 
aggregates with an MCAS of 12.5 mm are suitable for HSC 
production. It should be noted that the present study only 

Fig. 7. Failure modes of tested concrete specimens: (a) Crushed gravel, (b) crushed limestone, (c) dolomitic limestone, (d) high-calcite limestone, and 
(e) natural gravel.
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considered cement as the binder for HSC production, while 
these codes typically consider a combination of cement and 
supplementary cementitious materials.

C. Splitting Tensile Strength
Fig. 9 presents the results of splitting tensile strength tests 

conducted on concrete specimens made with different types 
of aggregates and tested at 7, 28, and 56 days. As expected, 
the splitting tensile strength increased as the curing duration 
increased. It is observed that CL concrete recorded the 
highest splitting tensile strength across all curing periods, 
followed by DL, CG, HCL, and NG concrete. At 56  days, 
CL exceeded DL, CG, HCL, and NG by 10.08%, 11.31%, 
12.55%, and 18.1%, respectively. These results emphasize 
the impact of aggregate type on the splitting tensile strength 
of concrete.

Several researchers (Kılıç et al., 2008; Beushausen and 
Dittmer, 2015; Vishalakshi, Revathi and Sivamurthy Reddy 
2018) have reported that the influence of aggregate type 
on the compressive strength and splitting tensile strength 
in HSC is comparable. However, a comparison of the test 
results presented in Fig. 5 in the previous section and Fig. 9 
contradicts this statement. The order of tested concrete 
specimens, in terms of splitting tensile strength from highest 
to lowest, was CL, DL, CG, HCL, and NG. In contrast, the 
order of tested specimens in relation to compressive strength, 
from highest to lowest, was CG, CL, DL, HCL, and NG.

It is worth noting that there was an exchange of positions 
between CG and both CL and DL regarding splitting tensile 
strength. This could be related to the presence of certain 

particles in CG aggregate that retained a smooth surface 
texture, which is not desirable for a good mechanical bond 
between the cement paste and aggregate particles. This 
observation is supported by Neville (2011), who stated 
that the tensile strength of low water-to-cement concrete is 
greatly affected by variations in aggregate surface texture, 
as the aggregate-cement paste bond controls the tensile 
strength. The presence of smooth surface texture particles in 
CG aggregate can influence the compressive strength mainly 
by affecting the aggregate-cement paste bond. However, the 
extent of this influence may not be significant in the case of 
compressive strength results, as concrete made of CG still 
provided the highest compressive strength value compared 
to other aggregate types. This might be due to other factors, 
like aggregate strength, that could play a more dominant role 
than the surface texture of the aggregates.

Fig.  10 represents the splitting tensile test results of 
concrete specimens composed of CG with varying MCAS 
(9.5  mm, 12.5  mm, 19  mm, and 25  mm) and most cured 
for 7, 28, and 56 days. The results indicate that the splitting 
tensile strength of concrete decreases as MCAS increases. 
This trend is similar to the outcomes of the MCAS effect on 
compressive strength discussed in the previous section, see 
Fig.  6. Akçaoğlu, Tokyay and Çelik (2004) reported similar 
results, suggesting that the noted reduction in splitting tensile 
strength as MCAS increases, corresponds to a decrease 
in the strength of the aggregate-cement paste bond. Larger 
aggregate sizes increase the volume of aggregate in relation 
to cement paste, leading to a greater difference between the 
elastic moduli of the two constituent phases. This results in 
greater stress concentration and more microcracks around the 
aggregates.

D. Relationship between Compressive Strength and Splitting 
Tensile Strength of HSC

The splitting tensile strength of specimens, incorporating 
various types and sizes of coarse aggregates and moist-
cured at different ages, is graphically presented against the 
compressive strength results of concrete in Fig. 11. The data 
shown in Fig.  11 exhibits a notable degree of dispersion, 
especially beyond a compressive strength of 50 MPa, 
emphasizing the influence of various aggregate characteristics 
(types, sizes, shapes, surface texture, and mineralogy) and 
curing time on the strength behavior of HSC.

Fig. 9. Effect of aggregate type on the splitting tensile strength of HSC.

Fig. 8. Effect of various maximum coarse aggregate sizes on the 
compressive strength of HSC.

Fig. 10. Effect of various MCAS on the splitting tensile strength of HSC.
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Several empirical equations are available to predict 
splitting tensile strength based on concrete compressive 
strength. For instance, (ACI Committee 363, 2010) and (ACI 
Committee 318, 2015) adopted (1) and (2), respectively.

f f
ct c

'= 0 59. � (1)

f f
ct c

'= 0 56. � (2)

Where fct: concrete tensile strength, MPa and fc
' : concrete 

compressive strength, MPa
However, the data from this study indicate that both 

equations seem to overestimate splitting tensile strength for 
compressive strengths below 50 MPa. Conversely, at higher 
strengths, they tend to underestimate splitting tensile strength 
values, as shown in Fig.  9. This result is consistent with the 
statement that the estimated values of splitting tensile strength 
using square root equations deviate from experimental splitting 
tensile strength results as concrete compressive strength 
increases (Rashid, Mansur and Paramasivam 2002; ACI 
Committee 363, 2010). In addition, concerns about accuracy 
and reliability may have factored into the ACI 318 committee’s 
decision to remove (2) from the 2019 edition of ACI 318M.

The majority of researchers (Rashid, Mansur and 
Paramasivam 2002; Zain et al., 2002; Pul, 2008) who 
investigated the correlation between compressive strength 
and tensile strength of concrete predominantly employed the 
coefficient of determination R2 as a measure of accuracy for 
their equation and compared their results with those formulas 
presented in building standards or developed by previous 
scholars. However, in contrast to this prevailing approach, 
the authors of this study believed that the use of other error 
metrics such as root mean square error (RMSE), mean absolute 
percentage error (MAPE), and mean square error (MAE) 
can provide invaluable insights into the performance and 
accuracy of the equation under development. These metrics 
can be computed using (3) to (6) (Erdal, Karakurt and Namli 
2013; Golafshani, Behnood and Arashpour 2020; Nguyen 
et al., 2022):
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Where yi: observed compressive strength value, ˆiy : Predicted 
compressive strength value, y : mean of the observed 
compressive strength values, and n: number of average tests.

In light of the preceding discussion, we introduce a 
new equation to estimate the splitting tensile strength of 
concrete based on its compressive strength, as presented in 
Fig.  9. The data in the present study are divided into two 
sets: 70% serves as a training dataset for model generation, 
while the remaining 30% constitutes the testing dataset for 
model validation. To assess the accuracy of the proposed 
equation, key error metrics such as R2, RMSE, MAPE, and 
MAE were calculated for both the developed equation and 
those presented in (ACI Committee 363, 2010) and (ACI 
Committee 318, 2015) for comparison, see Table IV. The 
results demonstrate that the proposed formula outperforms 
both equations, with superior accuracy across all metrics. 
Interestingly, the ACI 363R-10 equation exhibits the lowest 
performance, underscoring the potential inaccuracy of 
conventional 0.5-power equations at higher concrete strengths.

For further generalization of the proposed equation, a 
dataset has been carefully compiled from pertinent literature 
(Al-Oraimi, Taha and Hassan 2006; Pul, 2008; Beushausen 
and Dittmer, 2015; Vishalakshi, Revathi and Sivamurthy 
Reddy 2018; Góra and Piasta, 2020). The compiled 
compressive strength data are plotted against splitting tensile 
strength, as depicted in Fig.  12. It is noticeable that the 
proposed equation provides a better estimation of splitting 
tensile strength, especially at higher compressive strengths. 
This observation underscores the potential of the developed 
equation to provide more reliable predictions in cases of high 
compressive strengths. The graphical representation in Fig. 12 
visually supports and reinforces this noteworthy finding.

Fig.  13 shows the splitting tensile strength residuals of 
the proposed, ACI 363R-10, and ACI 318-15 equations. The 

Fig. 11. Comparison between the experiment results (i.e., rectangular 
shape) and the prediction of splitting tensile strength based on the 

compressive strength of concrete for different equations.
Fig. 12. Performance of the proposed equation, ACI 363R-10, and ACI 

318M-14 to predict splitting tensile strength.
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residual plot serves to illustrate the discrepancies between 
the actual and predicted values within the regression model. 
The plot features blue, orange, and gray points, which denote 
the residuals, while the red line signifies the zero-residual 
axis. Analyzing this plot necessitates consideration of three 
primary aspects: random scatter, patterns and trends, and 
heteroscedasticity. The following points provide a detailed 
examination of these aspects:
1.	 Random scatter: The residuals exhibit a random scatter 

around the horizontal axis (represented by the red line). This 
randomness suggests that the regression model provides an 
unbiased estimation of the dependent variable, as there is 
no discernible structure in the residuals.

2.	 Patterns and trends: The absence of specific patterns, such 
as curves or linear trends within the residual plot, implies 
that the chosen regression model is appropriate. A lack of 
discernible patterns indicates that the model does not suffer 
from specification errors and that it captures the underlying 
relationship between the variables effectively.

3.	 Heteroscedasticity: The uniform spread of residuals across 
the range of predicted values indicates homoscedasticity, 
meaning the variance of residuals is constant. This 
uniformity is crucial for the validity of the model’s 
inferences, as heteroscedasticity could lead to inefficient 
estimates and affect the reliability of hypothesis tests.

In summary, the analysis of the residual plot suggests that the 
regression model accurately represents the data. The absence 
of random scatter, specific patterns, and heteroscedasticity 
supports the validity of the model, indicating that no further 
adjustments are necessary. This confirms that the regression 
model is well-suited for predicting the dependent variable 
based on the given independent variables.

E. Correlation between Aggregate Impact Value (AIV) and 
Compressive Strength of HSC

Fig. 14 shows the correlation between the AIV of CG, CL, 
DL, and HCL aggregates and the compressive strength of 
HSC at 7, 28, and 56  days of curing. A  strong relationship 
between AIV and compressive strength is evident at 28 and 
7 days of curing, with coefficient of determination (R2) values 
of 0.9147 and 0.8215, respectively. While the correlation 
weakens at 56  days (R2=0.6942), AIV remains relevant for 
early compressive strength assessment. This finding is crucial 
from a construction standpoint, as AIV can serve as an 
important criterion for predicting the quality of concrete in 
terms of compressive strength.

AIV can be used as a rapid and reliable indicator of aggregate 
quality that increases the pace of the aggregate selection 
process. Incorporating AIV into aggregate selection criteria can 
help ensure that only aggregates with desirable impact values 
are used, leading to an overall improvement in concrete quality. 
However, it is important to note that the compressive strength 
of HSC is influenced by several factors, including aggregate 
type, size, and surface texture. Therefore, we recommend 
using AIV in combination with other parameters to provide a 
more comprehensive assessment of aggregate suitability for 
HSC production. In addition, further investigation on a wider 
range of aggregate types, water-cement ratios, and cementitious 
materials relevant to HSC will refine the AIV-compressive 
strength relationship, ensuring more reliable and consistent 
quality control in HSC production.

IV. Conclusion
This study investigated the effects of the types and maximum 
size of coarse aggregate on the mechanical properties of 
fresh and hardened concrete. In particular, the influence on 
the compressive strength and splitting tensile strength of 
HSC toward the optimization of aggregate type and size in 
concrete mix design for enhanced performance. The following 
conclusions can be drawn from the key findings of the present 
study:

TABLE IV
Evaluation Results of Proposed, ACI 363R‑10, ACI 318M‑14 Equations

References Equations R2 RMSE MAPE MAE
Proposed Equation '0.70.25ct cf f

0.823 0.287 6.231 0.243

(ACI Committee 363, 2010) '0.59ct cf f
0.810 0.485 13.537 0.472

(ACI Committee 318, 2015) '0.56ct cf f
0.817 0.377 9.216 0.334

Fig. 14. Correlation between aggregate impact value and compressive 
strength of HSC.

Fig. 13. Splitting tensile strength residual versus compressive of HSC for 
the proposed, ACI 363R-10, and ACI 318-15 equations.



ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X�

42� http://dx.doi.org/10.14500/aro.11589 

1.	 The MCAS exerts a significant influence on the properties of 
fresh HSC. The workability of concrete showed an ascending 
trend as MCAS increased (i.e., increasing MCAS from 
9.5 mm to 25 mm led to an increase in slump value from 
200 mm to 230 mm). In addition, aggregates characterized 
by an angular morphology, such as CG, CL, and DL, resulted 
in a lower slump value compared to rounded-shape and 
smooth surface NG aggregate.

2.	 MCAS exerts a pronounced effect on the compressive 
strength and splitting tensile strength of HSC. Regardless of 
curing duration, a decrease in MCAS results in an observed 
increase in both compressive strength and splitting tensile 
strength of the HSC. Reducing MCAS from 25  mm to 
9.5 mm yielded an average increase in compressive strength 
of slightly over 25%. HSC can be produced using locally 
available materials by limiting the MCAS of concrete mix 
to 9.5 mm and 12.5 mm, without the need for supplementary 
cementitious materials. However, this approach may present 
certain limitations, such as reducing workability due to a low 
water-to-cement ratio. This issue can be addressed to a great 
extent through careful mix design to optimize aggregate size, 
cement content, and the use of superplasticizers.

3.	 The compressive strength of concrete produced from CG 
exceeded that of CL, DL, and HCL aggregates. In contrast, 
the concrete created with NG aggregate exhibited the 
lowest compressive strength. This highlights the influence 
of aggregate type on the performance of HSC. The surface 
texture of coarse aggregates plays a significant role in 
influencing the splitting tensile strength of HSC. Among the 
tested concrete specimens, the ranking in terms of splitting 
tensile strength, from highest-to-lowest, follows the order of 
CL, DL, CG, HCL, and NG concrete specimens. However, 
when considering compressive strength, the sequence 
was CG, CL, DL, HCL, and NG concrete specimens. 
Interestingly, for splitting tensile strength, CG traded 
positions with both CL and DL, despite showing better 
mechanical properties. This variation may be associated with 
the presence of smooth surface texture retained by certain 
particles in NG aggregates, which is not desirable for a good 
mechanical bond at the aggregate-cement paste interface.

4.	 Existing empirical equations, such as those from ACI 363R-
10 and ACI 318M-14, for predicting tensile strength based 
on compressive strength show limitations, particularly at 
high compressive strengths (>55 MPa). A new equation to 
predict the tensile strength from the compressive strength 
of HSC is proposed in this study. The evaluation metrics 
used, including R2, RMSE, MAPE, and MAE, provided 
comprehensive insights into the equation’s performance, 
suggesting its potential for more reliable tensile strength 
prediction in HSC.

5.	 The correlation between the AIV and compressive strength of 
HSC is strong at 7 and 28 days of curing, with R2 of 0.9147 
and 0.8215, respectively. However, it moderately weakens 
at 56  days, with R2= 0.69. Knowing concrete strength 
properties through AIV testing is indispensable in practical 
concrete production.

6.	 Using locally available materials eliminates the need 
to import aggregates and supplementary cementitious 

materials over long distances. This significantly lowers 
transportation-related energy consumption and carbon 
emissions, thereby reducing the overall environmental 
footprint of the construction process. Moreover, sourcing 
construction materials close to construction sites makes 
the construction process more flexible and resilient. 
This is particularly important during global supply chain 
disruptions, guaranteeing the continuation of construction 
work without increased costs or delays related to material 
shortages. The reduction in material costs makes sustainable 
construction practices more feasible and appealing to local 
builders and developers.

Although XRF tests were used in this study to determine 
the chemical composition of aggregate types, a petrographical 
investigation can provide more detailed results. Therefore, 
we recommend conducting petrographical analyses in 
future research to gain a better understanding of the 
chemical compositions of aggregates. Further studies on the 
relationship between AIV and the strength properties of HSC 
concrete can be an interesting topic for researchers.
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Abstract—Throughout history, wars and armed conflicts have 
severely impacted cultural heritage, erased collective memories, and 
left entire populations seemingly non-existent. However, recognizing 
the significance of cultural heritage is the primary impetus for its 
subsequent reconstruction. Since the Syrian war outbreak in 2011, 
Aleppo, one of the world’s oldest continuously inhabited urban 
centers, has suffered significant damage to its historic sites such as 
shrines, khans, and other architectural treasures due to bombings 
and clashes. In 2017, a study by the Directorate of Antiquities and 
Museums in Aleppo revealed that over 70% of the city’s historic 
center was destroyed. As a result, the cultural heritage of Aleppo 
and its social and symbolic values have been threatened. This 
represents a huge loss not only to Syria but also to the international 
community. This paper explores the significant role that collective 
memories play in shaping a city’s identity in the aftermath of war. 
The research aims to analyze the best approach for intervention 
during the reconstruction phase, whether it be preservation, 
restoration, enhancement, or eventual reconstruction by reviewing 
some international experiences. Furthermore, it explains the 
current situation of the old city of Aleppo and presents some 
cultural buildings that have been severely damaged or destroyed 
during the conflict. The study will compare the essential values of 
each case study and finally conclude with suggestions about the 
suitable intervention of different case studies that represent the 
values mentioned before.

Index Terms—Aleppo, Collective memory, Cultural 
heritage, Reconstruction.

I. Introduction
Aleppo was once an economically significant and culturally 
rich hub that reflected the Syrian identity. However, the 
Syrian conflict that started in 2011 drastically altered this 
reality. Aleppo emerged as the most severely devastated city 
in the country (World Bank Group, 2017). Between 2012 and 
2016, archaeological sites in Aleppo were severely targeted 
regardless of their significant value and partially or entirely 

damaged. The destruction of Aleppo’s cultural heritage 
resulted in social division and substantial economic threat 
(Abd-Alkarim, 2013). It posed severe losses to the local 
community’s cultural identity and the global community, 
which paid little attention to these facts.

A few research studies are the only significant initiatives 
that have been taken to promote an understanding of 
this heritage’s protection. The most relevant initiative is 
UNESCO’s decision in 2013 to declare Aleppo a World 
Heritage Site in Danger, which means transferring it to 
the List of World Heritage in Danger, trying through this 
measure to alert experts (UNITAR, 2015). However, this 
measure had only symbolic results, without real impact. An 
additional disaster struck – the earthquake, which occurred 
on February 6, 2023 (OCHA, 2023). This seismic event has 
made it even more challenging for the city and its residents 
to reconstruct, recover, and protect their invaluable cultural 
heritage for future generations.

This study aims to apply a reconstruction approach to 
historical buildings in the old city of Aleppo. The ultimate 
goal is to develop standards and indicators for dealing with 
historic buildings damaged by wars or armed conflicts by 
producing results and recommendations aimed at directing the 
reconstruction of historical buildings in Syria in general and 
in the old city of Aleppo in particular, to restore the features 
of the old city and preserve the city’s cultural identity.

II. Methodology
This study delves into the crucial role that collective 

memories play in shaping the identity of a city, as seen in 
historical Aleppo. It examines the current state of the heritage 
through case studies and its comparisons, highlighting 
the need for a specific approach for each case during the 
reconstruction phase. This intervention must consider the 
building’s physical condition, history, and values to prevent 
any damage to the collective memory and identity. In this 
research, case studies are chosen using the criteria of its 
history (including its age) and its relevance to Syrian culture, 
located along the axis between the Umayyad Mosque and 
the Citadel. The building’s damages were assessed from 
light damage to severe damage in each case study, taking 
into consideration non-structural damage to partial or 
total collapse. The intervention approach is considered by 
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analyzing international experiences and using the exposed 
local values as a reference, namely, their previous use and 
the number of interventions suffered before.

III. Collective Memory, Identity, and Cultural Heritage
According to Martin Heidegger (1971), the basic principle 

of human identity is that a person needs tangible elements to 
confirm his identity and the heritage the built environment 
represents. It is spiritually connected to the human being, and 
what is meant is not only the built part but also the unbuilt 
one. The city’s urban voids, such as its streets and squares, 
in the words of Kostof (1992), are our means to a deeper 
understanding of the city. In his book Genius Loci, Norberg-
Schulz (1980) states that nature invites humans to inhabit it 
when attractive factors are present, including water, view, or 
protection.

When people settle in the place, they begin to build and 
construct. Stability is usually accompanied by giving things 
meanings and values, and these meanings later turn into 
culture and heritage (Lynch, 1981). Therefore, the built 
heritage relates to the people, their habits, and their response 
to economic, climatic, and social needs. Lynch emphasizes 
that every city, with its architecture and function and people’s 
values, customs, and beliefs, is only a unique phenomenon 
(Lynch, 1981).

Concepts regarding cultural heritage and understanding it 
have changed over the past two decades. Heritage contains 
material and non-material forms, including hopes, aspirations, 
emotions, values, interpretations, symbols, and narratives 
(Barakat, 2005). However, the essential and inclusive 
component is memory; without memory, everything related 
to time, continuity, change, and individual and collective 
identities becomes reduced to being only “old things” that 
can be collected. The built environment has gone beyond 
being a dwelling and a sanctuary to become a solid memory 
and cultural and historical symbolism, with all its forms and 
expressions (Barakat, 2021).

Within this framework, collective memory plays a pivotal 
role in shaping how cultural heritage is perceived, interpreted, 
and transmitted. It imbues historical sites, artifacts, and 
rituals with meaning, connecting present-day communities 
to their ancestral past and fostering a sense of continuity. 
Moreover, collective memory serves as a lens through which 
cultural heritage is understood, influencing perceptions of 
identity and belonging. By safeguarding and promoting 
collective memory, societies can ensure the preservation and 
appreciation of their identity for future generations.

IV. Historic Background
The city’s history dates back to at least the third millennium 

BCE, with archaeological evidence suggesting settlements 
during the Bronze Age. Over the centuries, Aleppo thrived 
as a critical center along the ancient trade routes, particularly 
the Silk Road, connecting the Mediterranean Sea with the 
lands of Asia and beyond. Its strategic location made it 

a melting pot of cultures, religions, and ideas. The city 
began at the height of the citadel, the oldest archaeological 
witness, dating back to 3800  years; the citadel was the 
center of power and the sanctuary when the city had an 
external enemy. Important buildings, such as schools, khans, 
and bathrooms, gather around the nucleus. These structures 
witnessed their importance and the role played by the old 
city (Aboasfour, 2019).

The natural factors that characterize the city’s topography 
have significantly impacted its emergence and continuation. 
The outline of the city of Aleppo can confirm the validity 
of this hypothesis; the presence of the city within the basin 
of the Quiq River, in addition to the plateau built the citadel 
above, can be considered one of the most critical factors that 
contributed to the continuity of the city and its revival after 
all that has been exposed over time of natural disasters in 
addition to the repeated destruction and burning (Al-Ghazzi, 
1992). In Aleppo, the patterns and styles that make up the 
architectural and urban heritage mix in a unique model in 
which time and things overlap with the civilizations and 
antiquities that preceded it. These include Hittite, Hellenistic, 
Roman, Byzantine, and Ayyubid, residing in the memory in 
any corner from which we look at this city (UNESCO, 2018).

The area of the old city within the walls is 42 hectares 
and features tightly packed courtyard houses connected 
by networks of high-walled alleys. Aleppo’s historical 
significance is deeply ingrained in the collective memory 
of its inhabitants, which has become integral to its identity. 
For example, the Great Mosque of Aleppo, dating back to 
the 8th  century, stands as a symbol of the city’s enduring 
religious and architectural heritage. Similarly, the Aleppo 
Citadel is a reminder of its strategic importance throughout 
history. To the west of the citadel, it is one of the largest and 
best-preserved covered bazaars (souqs) in the Middle East, 
extending for miles through narrow streets. Souqs and khans 
represent an exceptional reflection of the social, cultural, and 
economic aspects of what was once one of the wealthiest 
cities of all humanity (Mobaiyed, 2007).

In the summer of 2012, the city was subjected to the 
systematic destruction of its historical center to obliterate 
its identity and cultural value through the ages. Where the 
fighters were holed up in their old neighborhoods, and their 
leaders stressed that humans are more important than stone, 
but people were killed, and the stone destroyed. “More than 
70% of the historic center of Aleppo was destroyed” (World 
Bank Group, 2017) due to the armed conflict in the city, 
where the sites suffered from the effects of bombing and 
clashes, which caused severe damage to a large number of 
historic and public buildings, burned the old markets as well 
as the exposure of the old city to looting and smuggling of 
antiquities out of the country.

Terrorist organizations blew up tunnels in the city of 
Aleppo since the summer of 2012, digging tunnels from 
areas under their control, blowing them up, or infiltrating 
them to carry out attacks. They detonated several tunnels 
around the fortress; the most notable was in May 2014, and 
another in 2015 caused the collapse of part of the citadel’s 
wall, leading to significant damage in the area around the 
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citadel (UN-Habitat, 2014). Experts and researchers have 
actively evaluated the extensive impact inflicted on the old 
town and its cultural heritage. These studies aim to analyze 
the structural stability of buildings comprehensively, examine 
the state of archaeological sites, and determine the overall 
loss of cultural and historical significance. Despite the scars 
of conflict, Aleppo’s architectural legacy is a testament to 
human resilience. Efforts to preserve and rebuild stand as a 
testament to the city’s unwavering spirit, ensuring that future 
generations may glimpse the splendor of its storied past 
amidst the ruins of adversity.

V. Case Studies
Near the Citadel of Aleppo, several prominent buildings 

along the axis between the Umayyad Mosque and the Citadel 
were chosen according to their date of construction from 
the older to the most recent one: Sultaniyah School, Yalbga 
Bath, Khusrawiyah Mosque and School, The Carlton Hotel, 
and The New Serail, as they are located within an area that 
is the symbol of their city and one of the most active areas 
for the city’s residents (Fig.  1). The main square in front 
of the castle was the scene of many cultural activities and 
surrounded by cultural cafés, restaurants, and entertainment 
centers. These buildings collectively represent a harmonious 
blend of cultural heritage, forming an integral part of the 
collective memory of Syrians, the city’s cultural identity, and 
historical legacy (Aboasfour, 2019).

Damage is assessed according to the following levels:
●	 Light damage when the unit has only suffered non-structural 

damage.
●	 Medium damage occurs when the building has sustained 

moderate and more severe non-structural damage.
●	 Severe damage occurs when a building experiences critical 

structural damage, making it unstable or even causing a 
partial or total collapse.

Each case study is presented individually in the following 
sections:

A. Sultaniyah School
The Sultaniyah School, also the Royal School, is located 

toward the door of the Citadel of Aleppo. It is considered one 
of the most important Islamic monuments, as its construction 
dates to the Ayyubid era. King Al-Zahir Ghazi started the 
school construction, only completed in 1223 AD (Fig. 2). 
The school mosque was a square-shaped room roofed with 
a distinctive dome. The mosque also contains one of the rare 
niches regarding the installation and the marble’s quality. 
With many types of stones and marble, it also contained 
entirely accurate carving works and columns with Corinthian 
capitals made of marble, standing on both sides of the mihrab 
(Al-Ghazzi, 1992).

Its physical condition is distorted because the building 
was bombed in December 2014. The school was destroyed 
except for remains on the northern side of the courtyard and 
the minaret as shown in Fig. 3, though they are also heavily 
ruined (UNITAR, 2015). It is historically significant as it 
contains the mausoleum of al-Zahir Ghazi, the famous ancient 
ruler of Aleppo. Architecturally, it was rich in inscriptions 
and included splendid architectural features representing the 
Ayyubid style. Consequently, the overall historical loss is 
categorized as severe and critical.

B. Yalbga Bath
It is considered one of the most important historical sites 

due to its archeological, structural, artistic, and architectural 
features. As one of the few Mamluk public baths to have 
preserved its original function. It was still standing and 
preserving its original character until the bombing in April 
2014. Taking this into consideration, the overall historical 
loss is categorized as severe (UNITAR, 2015).

It occupies a significant location at the foot of the Citadel’s 
entrance and faces the street with a monumental façade built 
in polychrome masonry, of the Mamluk style. The façade of 
the bathroom is decorated with alternating bricks in black 
and yellow (Figs. 4 and 5 show the facade of the bath before 
and after the war). The dome of the outer section rests on the 
shoulders of the Iwan vaults with triangular spherical corners 
and is decorated with floral motifs inscribed in red and blue. 
The floor of the inner section is paved with small alternating 
stones in black and yellow in coordinated geometric styles 
(Al-Ghazzi, 1992).

C. Khusrawiyah Mosque and School
The Khusrawiyah complex, designed by Mimar Sinan, was 

constructed in 1544 during the Ottoman reign. It was the first 
school in Aleppo, Syria, known as the religious secondary, 
and it was described as Azhar of Aleppo. It stood near the 
citadel to the west across its ring road (Al-Ghazzi, 1992). 
However, in 2014, the entire complex, except for the 
northern entrance, was destroyed during the Battle of Aleppo. 
The central mosque within the complex suffered extensive 
damage, causing its collapse and leaving behind a sizable 
crater (UNITAR, 2015).

The Al-Khusrawiyah complex in Aleppo has significant 
historical significance as it was the first example of Ottoman 

Fig. 1. The Location of the study cases (B-tu, 2016). (A) Sultaniyah 
school (B) Yalbga bath (C) Khusrawiyah mosque and school (D) The 

Carlton Hotel (E) The new serial.
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architecture in the city. This complex introduced a new 
architectural and urban concept to Aleppo by blending 
Ottoman design principles with local building traditions and 
materials as shown in Fig. 6. The mosque’s grand portal 
features two marble columns with engravings, a door under 
a dome, and a patterned decoration stone on each side. The 
ceramic tiles that adorn the windows, the mihrab (altar), and 
the pulpit within the prayer hall are examples of this fusion 
(Al-Ghazzi, 1992). From Fig. 7 it is essential to note that 
the overall loss of historical significance associated with the 
Khusrawiyah complex is severe and critical.

D. The Carlton Hotel
The construction of the hotel building, initially known 

as the Strangers Hospital, commenced in 1819 and spanned 
48  years, culminating in its completion in 1897. In 1892, it 
was the seat of the municipality. The facility’s inauguration 
officially took place in 1900 under the auspices of Governor 
Jamil Pasha. The primary purpose of the establishment was to 
provide medical treatment for poor people and strangers, and 
its establishment was made possible through subsidies and 
contributions from various benefactors (Al-Ghazzi, 1992). 
The building was transformed into the National Hospital, 
comprising 32 rooms, two spacious residences, two elongated 
salons, and a pharmacy. In 1988, it underwent further 
conversion into a health institute before being repurposed as 
a hotel (Fig. 8), capitalizing on its exceptional location and 
captivating view near the Aleppo Citadel (Al-Ghazzi, 1992). 
Arches, arcades, and a spacious lobby characterize the 
Ottoman building of the Carlton Hotel. It is considered one of 
the preeminent archaeological highlights in Aleppo. However 
as shown in Fig. 9, the hotel is currently suffering severe 
deterioration due to two bombing incidents in February 2014 
and May 2014 (UNITAR, 2015).

E. The New Serail
In constructing the new serail, the concept of building a 

novel government edifice traces its origins back to the latter 
stages of the Ottoman era. Nonetheless, the construction 
process encountered interruptions and was recommenced in 
1928 after establishing the State of Syria during the period of 
the French Mandate. On 15 April 1933, the New Serail was 
officially inaugurated, assuming the role of the customary 
headquarters for the governor and mayor of the city. It 
served as the governmental seat until 2008 when the new 
headquarters of the Aleppo City Council was inaugurated 
(Fig. 10). In 2011, the Serail underwent a renovation to 
transform it into a hotel. Positioned south of the Citadel and 
east of its primary entrance, the building featured a U-shaped 
design, encompassing three floors and a basement. Its central 
area comprises a spacious atrium flanked by rooms on both 
sides and a sizable garden to the south (Al-Ghazzi, 1992).

Between 2014 and 2015, the site witnessed complete 
structure demolition. The central section and the entire 
eastern wing suffered irreparable damage due to the 
excavation of a tunnel beneath the building, followed by the 
strategic placement of explosives, resulting in the formation 

of a substantial crater (UNITAR, 2015). Considering the 
historical significance of the new serail as the established 
above for the city’s governor and mayor since the nascent 
years of Syria, coupled with its noteworthy contribution to 
the local landscape of modern architectural expression, the 
loss incurred is deemed severe and critical (Fig. 11).

VI. Results And Discussion
A. The Value and Importance of Studied Cases
The process of nominating buildings for preservation and 

reconstruction in Aleppo is based on previously specified 
criteria. These criteria have been classified into variable 
values such as architectural, aesthetic, historical, religious, 
and political. The importance of these values varies 
depending on their impact on the collective memory of the 
people of Aleppo. In addition, there are fixed values such 
as the building’s age, location, uniqueness, and physical 
condition. These values can be compared (Table I), to provide 
a nuanced understanding of the diverse values of different 
structures. This comparison can help prioritize restoration 
and reconstruction efforts. Decision makers can then make 
choices based on the distinct values a building carries and 
its physical condition. This approach ensures that resources 
are allocated to preserve and restore structures that hold 
tremendous significance for Syria’s cultural heritage.

B. Intervention Approaches
From the several reconstruction approaches followed in 

destroyed cities worldwide, some were successful. Still, 
unfortunately, some results have caused an even more 
significant loss of the city’s people and cultural heritage 
(Stanley-Price, 2009). However, each city adopts a unique 
reconstruction strategy to restore its prosperity and ensure its 
survival. For Aleppo, implementing targeted approaches inspired 
by international experiences and developing innovative solutions 
tailored to its specific context could prove highly effective.

The first approach aims to use the building as a witness 
to the events, and the lack of change is an approach that 
focuses on preserving the symbolic value of a building rather 
than its physical importance. This approach aims to maintain 
the building’s condition as it serves as a witness to historic 
events. It preserves the building as a part of the city’s 
memory, highlighting the horrors of war and their impact 
on human and historical values (Stanley-Price, 2009). This 
approach is suitable for buildings with special significance 
and a strong reason for preservation. Due to the decrease 
in land area and the increase in population density, these 
buildings are chosen by experts from various fields.

The case of the A-Dome in Hiroshima exemplifies this 
strategy, preserving the city’s main ruins amidst a new park 
designed to engage the experience and understanding of 
the past. The A-Dome was one of the few structures left 
standing near the epicenter of the atomic bomb blast on 
August 6, 1945. In the aftermath of the bombing, there were 
debates about whether to demolish the A-Dome as a painful 
relic of the past or preserve it as a symbol of the horrors of 
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Fig. 2. Sultaniyah school before the war (UNESCO, 2018b).

Fig. 3. Sultaniyah School after the war. Source: Author.

Fig. 4. Yalbga Bath before the war (UNESCO, 2018b).

Fig. 5. Yalbga Bath after the war. Source:Author.

Fig. 6. Khusrawiyah before the war (UNESCO, 2018b).

Fig. 7. Khusrawiyah after the war (UNESCO, 2018b).

Fig. 8. The Carlton Hotel before the war (Aboasfour, 2019).

Fig. 9. The Carlton Hotel after the war (Aboasfour, 2019).
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war. Ultimately, the decision was made to leave the building 
ruins standing. Over the decades, the A-Dome has become a 
global symbol of peace and reconciliation, attracting visitors 
worldwide who come to pay their respects and reflect on the 
consequences of nuclear warfare (Ide, 2007).

Other approaches of restoring/reconstructing the old are 
expected to be considered more, such as rebuilding the 
damaged historical building or part of it as it was in the past. 
These aspire to transcend the tragedy of the past by restoring/
reconstructing the symbols of the past to preserve their 
existence. The restoration/reconstruction of the destroyed 
historical architecture keeps the memory and identity of the 
place (Al Aloul, 2007). Despite the difficulty of implementing 
this approach, it is sometimes considered reasonably necessary. 
Primarily, this type of reconstruction requires prior, accurate, 
and comprehensive documentation of the condition and form 
of the building before destruction; such documentation can be 
challenging and complicated if the building is not adequately 
documented before its destruction. Furthermore, reconstructing 
a historical building to its original form often requires skilled 
artisans and craftsmen capable of replicating traditional 
building techniques and materials. Finding experts with the 
necessary expertise can be difficult, especially for buildings 
with unique architectural features or historical significance. 
Finally, Restoring or reconstructing historical buildings can be 
prohibitively expensive and challenging.

Consequently, this approach is mainly concentrated in 
historical areas and buildings with a particular symbolic value 
whose presence is essential in the community’s memory and 
identity. This approach aspires to overcome the tragedy of the 
past by rebuilding the symbols of the past. For example, the 
Church of Our Lady (Frauenkirche) in Dresden, Germany, 
represents an attempt to reconstruct the lost heritage and 
reformulate the culture of the past destroyed during World 
War II. Reduced to rubble during the bombing of Dresden, 
the church’s restoration, initiated in the 1990s, painstakingly 
recreated its Baroque splendor using original plans, salvaged 
materials, and skilled craftsmanship. Today, it serves as a 
poignant reminder of Dresden’s ability to overcome the 
scars of war and unite to preserve cultural heritage for future 
generations (Jäger and Burkert, 2001).

Another solution, an evolving approach that mixes the old 
and the new, aims to blend the identity and heritage of the old 
with the addition of the imprint of the contemporary time and 
the addition of an appropriate development that illustrates the 
development taking place in architecture without affecting 
the actual identity and memory of the site (Al Aloul, 2007). 
This approach solves the question by developing thoughts 
without abandoning the city’s local identity by pairing the 
old building with a new design as a complementary part to 
keep pace with the spirit of the times and suit the rapid and 
urgent needs of the development and the difficulty of using 
old methods and patterns.

For example, the famous Berlin, Germany Reichstag 
case represents this approach. The Reichstag building holds 
significant historical and political importance. It served as the 
seat of the German Parliament until it was severely damaged 
by fire in 1933. After World War II, the building stood 

abandoned and in ruins within the divided city of Berlin. 
However, following German reunification in 1990, plans were 
made to restore and renovate the Reichstag as the seat of the 
German Parliament. In addition to the original monument, new 
technologies and materials (a new dome made of glass) were 
added while adding symbolic values. The iconic glass dome, 
designed by architect Norman Foster, symbolizes transparency 
and democracy and offers panoramic views of the city. 
Today, the Reichstag symbolizes Germany’s democracy and 
commitment to openness and transparency (Filler, 2007).

International experience may contribute to Aleppo’s cultural 
heritage after the conflict. It is urgent to discuss it as soon as 
possible with the global community, decide on the best way to 
help local experts and decision makers how to deal with the 
reconstruction phase after the conflict ends, choose appropriate 
approaches for reconstructing the affected buildings, respecting 
the old and ensuring that the resulting structure is a new 
significant point that highlights the historical value of the 
surrounding area. Therefore, intervention approaches in the 
old city at the level of a single building include the approach 
of preserving the demolished building as an archaeological 
landmark and a memorial to the devastation caused by war, 
the approach of reconstruction of an exact copy of ancient 
buildings, and finally, the approach of combining elements of 
the original building with modern impressions.

Referring to the case studies, all are severely or entirely 
damaged, and all of them are ancient, too. However, Sultaniyah 
School is the oldest among them, followed by Yalbga Bath and 
Khusrawiyah Mosque. All cases are essential regarding the 

Fig. 10. The New Serail before the war (Aboasfour, 2019).

Fig. 11. The New Serail after the war (Aboasfour, 2019).
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values discussed earlier in Table I, which range across all the 
buildings. Sultaniyah School, Yalbga Bath, and Khusrawiyah 
Mosque and School are religious and unique buildings whose 
functions have not and will not change. According to historical 
plans, they should be reconstructed as before, using original 
building materials as much as possible. The Carlton Hotel and 
the new serial can be assumed to be of different use from the 
original one. In this case, one can follow a different approach to 
reconstruction operations. In both cases, the resulting building 
is not expected to be completely similar to the old building.

VII. Conclusion
The study delves into the reality of several historical buildings 
within Aleppo’s old city, exploring potential approaches 
to preserving them as memory agents. The research shows 
that the criteria used to analyze case studies effectively 
determine the priorities and intervention principles for the 
listed buildings while considering international references. 
On the one hand, most historical buildings, particularly 
those still serving their original purpose, should be restored 
first. On the other hand, buildings that had already lost their 
original use could be expected to change their use once more 
and face a mix or contemporary intervention approach if the 
new additions represent new values for the ancient building 
and maintain its original values and memory. Therefore, 
developing a comprehensive and strategic reconstruction 
approach for Aleppo’s historical buildings is paramount. This 
approach must consider historical use and current conditions, 
integrating traditional and contemporary methods. Furthermore, 
interdisciplinary research and discussions should strike a 

balance between preserving collective memories and meeting 
modern functional needs, ensuring a harmonious fusion of 
old and new that honors and sustains cultural heritage for 
future generations.
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Governor of Aleppo
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Abstract—In this study, we address the pressing need to improve 
e-government services by conducting a comprehensive evaluation 
of document management practices within the Ministry of Higher 
Education in the Kurdistan Region of Iraq. Employing structural 
equation modeling and regression modeling techniques, we assess 
the effectiveness of key variables using the six factors (digitalization, 
utility, reliability, efficiency, user satisfaction, and accessibility) 
under the e-government assessment model. Our findings reveal that 
user satisfaction and ease of access are pivotal for the success of 
e-government services, with digitization and efficiency significantly 
impacting operational effectiveness. Furthermore, it also concerns 
that without improving the overall user satisfaction, the level 
of acceptance and use of e-government remains low. High user 
satisfaction can make a lot of difference in overall engagement besides 
improving service delivery among organizations. Through insights 
specific to the Kurdistan Region, we underscore the importance 
of balancing technical infrastructure with user experience. Our 
proposed six-factor model offers valuable guidance for policymakers 
and practitioners globally, aiming to enhance e-government services.

Index Terms—E-Government services, Kurdistan 
region, Regression modeling, Structural equation 
modeling, User satisfaction

I. Introduction
Digitization has radically transformed the area of 
E-Government Service Delivery, in particular, the Ministry 
of Higher Education in the Kurdistan Region of Iraq (KRI). 

The Ministry has been in line with other governments across 
the world to create efficiencies, enhance transparency, and 
establish good governance with the use of digital technology. 
It started with an e-government system called www.erp.
mohe.gov.krd, which was designed and established in the 
buildings of the ministry and government universities in 
2017. The main elements of this e-government system are 
six, namely, accounts, scholarships, student records, language 
center, and document management. In that regard, the paper 
will describe document management incorporated into the 
system. User satisfaction is another important factor; indeed, 
satisfaction is at the core of e-government acceptance and 
performance. The degree of perceived user satisfaction has 
a positive relationship with the amount of usage and level of 
confidence in the system which is also a significant reason 
for the effectiveness of e-government services.

Assessing the level of satisfaction of users about the 
management of documents in e-government services helps in 
the enhancement and operation of the government processes. 
As the Ministry of Higher Education, it functions in a complex 
environment that is keenly sensitive to advances in technology 
and changes in the citizens’ expectations. Hence, it is important 
for policy makers, administrators, and stakeholders to know and 
measure satisfaction benchmarks about document management 
in e-government services. Document management in the context 
of this paper refers to the processes involved in creating, 
storing, accessing, and sharing documents and other forms of 
documentation that are critical for effective functioning and 
to ensure that the institutions of the government are efficient, 
credible, and reliable (Al-Musawi, 2020). The research of this 
study is to undertake a general investigation on e-government 
document management satisfaction among the Ministry of 
Higher Education of the KRI.

Using structural equation modeling (SEM) as a 
methodological framework, the study aims to clarify the 
complicated interactions between various elements that 
influence satisfaction levels. This study uses SEM to provide 
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a deeper knowledge of the causes of document management 
satisfaction by simultaneously examining several variables 
and their interactions. This work has significance beyond 
theoretical research, as its findings have practical consequences 
for policymakers and administrators responsible for improving 
the efficiency of e-government services. By identifying the 
primary factors that contribute to satisfaction with document 
management, policymakers can develop focused interventions 
and strategies to enhance the functioning and user experience 
of e-government platforms within the Ministry of Higher 
Education in the KRI. Furthermore, the findings from this 
study can provide guidance for larger efforts focused on 
establishing digital governance strategies and improving 
public participation and contentment in the higher education 
sector in the Kurdistan Region.

This means that the literature has emphasized the need 
to monitor and review progress and setbacks in the process 
of e-government implementation at different stages (Moon, 
2002; Heeks, 2006; Nawafleh and Fares, 2024). Regarding the 
assessment model applied in this research, it is important to 
note that it focuses on six efficiency standards: Digitalization, 
Utility, Reliability, Efficiency, User Satisfaction, and 
Accessibility forming the e-government assessment model 
(EGOVSAT). By exploring these standards, the research 
seeks to find out the extent of efficacy of services and 
understand how the e-government systems can be fine-tuned 
to enhance performance and satisfaction levels.

The rest of the article is organized as follows: In Section 
II, related literature on e-government services and document 
management area is discussed. Section III of the study 
highlights the design of the research together with the ways 
of data gathering and analysis. The findings of the study are 
laid down in Section IV of the paper, while the discussion of 
the results is provided in Section V of the paper only Finally, 
Section VI consists of the conclusion of the paper and 
implementation of recommendations for policy and practice.

II. Literature Review
The integration of e-government services is continuously 

growing in recognition as an essential element of innovation 
in the public sector, ensuring easy access by citizens and 
stakeholders to information, transactions, and government 
services through e-government services (Moon, 2002). It 
also offers many benefits related to efficiency, transparency, 
citizen participation, and speed of access and use of data 
(Heeks, 2006). This is of particular importance in the 
Kurdistan Region, where e-government initiatives promise to 
transform the mechanisms used in providing public services. 
A  key element of this transformation lies in improving 
document management systems, which play a crucial role in 
enhancing user satisfaction and overall service quality.

The characteristics that impact user satisfaction with 
e-government services include accessibility, ease of use, 
quality, and security. Recently, Muttaqin and Susanto 
emphasized the importance of trust and perceived ease of 
use in determining user satisfaction (Muttaqin and Susanto, 

2019). Furthermore, new articles show an increase in the 
focus of e-government services on the user perspective 
and discuss the significance of the personalization factor in 
enhancing the efficiency of services, users’ participation, and 
satisfaction levels (Maksimova, Solvak and Krimmer, 2021).

The application of SEM in e-government research allows 
for a comprehensive analysis of the relationship between user 
satisfaction and its determinants and shows how SEM can 
be used to investigate the impact of service innovation on 
user satisfaction (Nawafleh and Fares, 2024). They show that 
this method can deal with complex interactions of variables. 
Similarly, apply a SEM study to examine the impact of 
digital divide factors on the adoption of e-government 
services, providing in-depth insights into social, economic, 
and demographic influences (Muhammad and Kaya, 2023). 
However, certain limitations can be identified in these 
studies, which include restricted demographic factors, and 
the concentration on geographical areas only. In addition, 
according to improvements to the electronic government, 
service delivery system increase user satisfaction by 
positively influencing perceptions of ease of use and 
usefulness (Sachan, Kumar and Kumar, 2018).

Moreover, the use of blockchain as a tool for the 
improvement of security and openness of e-government services 
has been described in the works. Thus, current challenges are 
observed in the adoption of blockchain technology for various 
purposes because of legal and technical hurdles (Ølnes and 
Jansen, 2017).

The literature also addresses specific challenges and 
opportunities for implementing e-government in the KRI. It 
discusses the structural and political barriers to the adoption 
of e-government services (Doski, 2015). While emphasizing 
the role of public-private partnerships in accelerating the 
development of e-government services (Al-Taie and Kadry, 
2013), E-government in the region, in addition, examines 
the impact of user perceptions and cultural factors on the 
adoption of e-government services in Iraqi Kurdistan, 
providing a comprehensive look at the local dynamics that 
influence e-government success (Yahia and Miran, 2022). 
These papers despite completing a vast coverage of the 
subject fail to capture the dynamism of the technological 
environment within which Content Delivery Networks exist 
and operate as well as the consequences thereof on the users’ 
perceptions of satisfaction.

The usefulness of the EGOVSAT model for evaluating 
e-government services has been highlighted through its 
application in several studies that confirm its effectiveness 
in evaluating service quality and user satisfaction. Describes 
the model’s adaptability and impact in a broader context, and 
emphasizes its importance in evaluating service quality and 
user satisfaction (Hassan, et al., 2021). While describing its 
adaptability and impact in a broader context and emphasize 
its importance in global e-government research (Nawafleh, 
2021; Ahmed, et al., 2016). However, for the model to apply 
in other cultural contexts, further research is needed to prove 
the pertinent cross-cultural utility.

Extensive literature reviews have identified complex 
factors that influence satisfaction with e-government 
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services, with document management systems proving to 
be an essential component of effective service delivery. 
Implementing an electronic document management system 
can provide valuable insight into these complex dynamics 
and interrelationships that lead to user satisfaction. 
A  deeper understanding can be gained. As e-government 
initiatives are implemented, especially in regions such as 
the KRI, it is important to address unique challenges and 
leverage the latest innovations to realize the full potential 
of e-government services. Future research should design the 
experiments to include more recent technological structures 
and take into account other organizational demographics.

III. Research Model
This study utilized the “Six Factor Model” to evaluate 

the document management performance of e-government 
services, particularly at the Ministry of Higher Education and 
Scientific Research KRI. This comprehensive framework, 
which comprises six major dimensions that start with 
digitalization, utility, reliability, efficiency, user satisfaction, 
and accessibility, is required to assess the quality of 
e-government services from the end-user viewpoint.

Digitization is defined as the conversion of old services 
into digital representations, which is necessary for 
updating service delivery (Di Giulio and Vecchi, 2023). 
Moreover, we focus on five questions. Utility assesses 
the practical value and application of e-government 
services, ensuring that they satisfy users’ demands 
successfully (Dunayev, et al., 2023). Also here, we are 
using five questions. Reliability assesses the consistency 
and dependability of these services, which is critical for 
ensuring user confidence (AL-Kaabi, 2023). As well, 
we focus on three questions. Moreover, efficiency in the 
context of e-government services refers to the extent to 
which these services effectively use time and resources, 
hence demonstrating operational efficiency (AL-Kaabi, 
2023). Moreover, we are working on three questions. 
User Satisfaction is a direct indicator of service success 
as it reflects consumers’ overall acceptance of the services 
offered (Lee, Lee and Lee, 2023.). Our attention is centered 
on five specific questions. Last but not least, accessibility 
assesses the ease with which services may be accessed, 
with an emphasis on the significance of accommodating 
all individuals (Othman, et al., 2023.).

By combining these characteristics, our study model 
seeks to give a thorough assessment of the present level of 
e-government services in the KRI’s higher education sector. 
The use of SEM will enable a sophisticated study of user data, 
identifying critical aspects that impact customer happiness 
and service quality. The six factors are shown in Fig. 1.

IV. Methodology (Materials and Methods)
A. Data Collection
Questionnaires were distributed to users of document 

management systems at public universities operating 

under the auspices of the Ministry of Higher Education 
and Scientific Research in the KRI for the purposes of 
this research. Based on the constructs of the SEM model, 
these questionnaires sought to comprehensively assess the 
e-government services as perceived by the consumers.

A combination of qualitative and quantitative inquiries was 
used to collect information relating to efficiency, accessibility, 
reliability, facilities, digitalization, and user satisfaction with 
the system. The total number of questions distributed was 25. 
The dataset of the distribution of questions across sections is 
shown in Fig. 1. The total response collected was 369. After 
the completion of data collection, a comprehensive analysis 
was conducted using SPSS and R language, which unveiled 
noteworthy patterns, trends, and possible improvements for 
the e-government services.

The aforementioned methodical approach underscores our 
commitment to conducting a thorough assessment of the 
efficacy of e-government services in the higher education sector 
of KRI by means of methodical data collection and analysis.

B. Reliability Test
Cronbach’s alpha can be used to measure internal consistency, 

and its purpose adorns itself as the extent of the internality of 
Consistency tested among a set of items (Bonett and Wright, 
2015). It is an index of reliability as well as consistency of scale 
measurements. This coefficient is ascertainable geometrically 
by the number of the items of the test and their mean inter-
correlation. The general and standardized formula to calculate 
Cronbach’s alpha is shown in Equation (1).

( )
*

1 *
N c

v N c
α =

+ − � (1)

C. Confirmatory Factor Analysis (CFA) - Construct Validity
CFA is a statistical method that verifies the validity 

of a hypothesized factor structure in SEM, analyzing the 
relationships between observed variables based on a theoretical 
model. It is mainly used in social science, psychology, and 
education when scientists investigate an underlying structure 
about a set of observed variables. This statistical test has been 
declared to be done in various fields (Brown, 2015).

D. Basic Concepts

Latent variables
Latent variables are unobservable constructs or factors that 

are hypothesized to underlie the observed variables. In CFA, 
we assume that there are latent variables that influence the 
observed variables.
Observed variables

These are the measurable variables that are directly 
observed or measured in a study.
Factor loadings

Factor loadings represent the strength and direction of 
the relationship between a latent variable and an observed 
variable. Denoted as λ (lambda), the formula for the 
relationship between the latent variable (F) and the observed 
variable (X) is:
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Xi = i*F + ε� (2)

Where
Xi: Observed variable i
λi: Factor loading for observed variable i
F: Latent factor
ε: Error term for observed variable i

V. Regression Modeling Analysis

Multiple regression analysis extends ordinary least squares 
linear regression to predict the value of a dependent variable 
using two or more independent variables. While simple linear 
regression involves predicting the dependent variable from 
just one independent variable, multiple regression allows 
for more complex relationships to be modeled. In multiple 
regression, the relationship between the dependent variable 
and each independent variable is considered simultaneously 
(Cohen, et al., 2013).

The multiple regression equation is represented as follows:

Y = β0 + β1 X1 + β2 X2+...+ βn Xn + ϵ� (3)

Where:
Y: The dependent variable.
X1, X2, X3...,Xn: The independent variables.
β0, β1,β2...,βn: the regression coefficients, representing the change 

in Y for a one-unit change in each independent variable, 
holding all other variables constant.

ϵ is the error term, representing the difference between the 
observed and predicted values of Y.

This equation allows us to estimate the value of the dependent 
variable Y based on the values of the independent variables 
X1, X2, X3...,Xn, with each independent variable contributing 
to the prediction of Y to some extent.

Multiple regression analysis is a powerful tool for 
understanding the relationships between multiple variables 
and predicting outcomes based on those relationships.

VI. Statistical Results

A. Descriptive Statistics
Before diving into the statistical tests, it was essential 

to provide a brief description of some of the respondent’s 

Fig. 1. Strategic Enterprise Management (SEM) model organized into several key domains: The sixS’s of service dominant logic are Efficiency, 
Accessibility, Reliability, User Satisfaction, Utility and Digitization. Each domain is broken down into detailed goals and tasks, showing this broad and 

extensive system applied to the enhancement of the extent and quality of services as well as the satisfaction of the end-user within an organization.
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demographics. The findings regarding the respondent’s 
gender reveal a notable gender distribution within the 
study. With 63.86% of respondents identifying as female 
and 36.14% as male, it suggests a higher participation rate 
among females in the evaluation of document management 
satisfaction in e-government services within the Ministry of 
Higher Education as seen in (Fig. 2a).

Moreover, the majority of responses are between the ages 
of 36–45  (48.10%) and 25–35  (30.98%), indicating a strong 
representation of people in their prime working years. While, 
less percentage of users were found within the age group 
(46–55) and above 55  years old with 16.85% and 4.08%, 
respectively as provided in (Fig. 2b).

The education background of respondents reveals that the 
majority (64.40%) hold undergraduate degrees, followed by 
post-graduate qualifications (30.16%). A  lesser proportion 
(4.89%) claimed to possess a high school diploma, while 
only 0.54% fell into the “others” group. This distribution 
implies that people involved in rating document management 
satisfaction in e-government services within the Ministry of 
Higher Education are more likely to have higher education 
qualifications. Understanding respondents’ educational 
backgrounds is critical for developing communication and 
training materials that enable effective engagement and 
understanding across the ministry’s various educational levels 
which is shown in (Fig. 2c).

In addition to the above demographical variables, other 
information was also necessary to understand how the 
system can be improved based on their responses on the 
technical part. Participant’s occupation was recorded and 
based on (Fig.  3a), the majority of responders (68.48%) 
work as administrative personnel, followed by academic 
staff (28.53%). A  small minority of respondents identified 
as visitors (0.82%), with 2.17% falling into the category of 
“others.”

In (Fig.  3b), the breakdown of specialists’ areas of work 
as users of the platform reveal that the majority (48.10%) 
come from science backgrounds, followed closely by those 
from social backgrounds (43.21%). A  smaller percentage 
(8.70%) indicated that they do not have a specialized area. 
Understanding the distribution of specialists’ areas of work 
helps in tailoring platform features and functionalities to 
cater to the specific needs and preferences of users from 
different disciplinary backgrounds within the Ministry of 
Higher Education.

The breakdown of respondents’ computer skill levels 
shows that the majority (55.86%) had a medium level 
of proficiency, with 39.51% having an advanced level. 
A  lesser percentage (4.63%) falls within the primary skill 
level as illustrated in (Fig.  3c). This distribution indicates 
a predominantly capable user population, with a significant 
number of advanced abilities, which is critical for 

Fig. 2. (a) Pie-Chart illustration of participant’s gender, (b) Age distribution bar-chart of the respondents and (c) Background Education bar-chart 
demonstration.

a b

c
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properly employing the platform for evaluating document 
management satisfaction in e-government services within 
the Ministry of Higher Education. Understanding skill 
levels allows you to adapt training and support materials 
to match the various needs of users with varying levels of 
proficiency.

VII. SEM Results
Six latent factors were studied to evaluate the platform 

from the view of the users and they were digitalization, 
utility, efficiency, reliability, user satisfaction, and 
accessibility. As part of implementing the construct validity 
which demonstrates the relationships between the latent 
factor and observed variables, regression modeling was also 
built to present how user satisfaction and reliability of the 
system are affected by other factors separately.

Cronbach’s alpha revealed good results across all aspects 
of the scale as provided in Table I. Reliability had the lowest 
score (0.751), while utility recorded the greatest consistency 
across the observed variables on this latent factor with a 
value of 0.849 as shown in Table I. Furthermore, the mean 
values of all latent factors indicated above are acceptable 
and all contributed to leveling up the performance of the 
system.

The corrected item-total correlations in the six-factor 
model showed values of 0.585–0.695 for Digitalization, 
0.607–0.681 for Utility, 0.537–0.607 for Reliability 
factor, 0.650–0.713 for Efficiency, 0.556–0.700 for User 
Satisfaction and 0.606–0.657 for Accessibility as shown 

in Table II. Importantly, none of the items showed 
correlations <0.3 on either observed variables with their 
latent factors. Despite these findings, deleting any item 
did not increase Cronbach’s alpha which means that all 
observed variables measured, had significant contributions 
with their related latent factors, hence, demonstrating 
the relevance of each question in sustaining the scale’s 
integrity.

In terms of factor loading values, they denote the strength 
of the association between a latent factor and its indicators 
while considering the scale of measurement. Values closer 
to 1 imply a stronger correlation between the latent factor 
and the observed variable, with larger values indicating 
that the observed variable serves as a reliable indicator 
of the latent factor where all values were greater than the 
cut-off value of 0.3. In addition, all items for all six latent 
factors were statistically significant (p < 0.05), signifying a 
substantial relationship between the latent factor and each 
observed variable. However, the R-square values for the 

Fig. 3. (a) Pie-chart illustration of participant’s occupation, (b) Specialist’s distribution bar-chart of the respondents and (c) Experience bar-chart 
demonstration.

a b

c

TABLE I
Cronbach’s Alpha Outcomes

Scale Mean SD Cronbach’s alpha
Digitalization 3.9319 0.756 0.827
Utility 4.0556 0.7195 0.849
Reliability 3.6883 0.8181 0.751
Efficiency 3.9982 0.7888 0.827
User satisfaction 3.7204 0.7878 0.839
Accessibility 3.6901 0.8039 0.811
Total 3.876 0.7795 0.956



ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X�

58� http://dx.doi.org/10.14500/aro.11601

observed variables were relatively modest, ideally falling 
within the range of 0.60–0.90, indicating that the latent 
factors effectively explained the variability in the observed 
variables.

In addition to the SEM findings, the CFA conducted on 
the hypothesized constructed questionnaire involving all 
six factors and demonstrated a satisfactory fit with the data 
(n = 368): χ2 = 618.69  (260), p < 0.001; Comparative fit 
index (CFI) = 0.932; Tucker-Lewis index (TLI) = 0.921; root 
mean square error of approximation (RMSEA) = 0.061. In 
addition, it is advisable to achieve a CFI above 0.90 which 
was the case. Fortunately, both root mean square of residuals 
(RMSR) and RMSEA values were below 0.08, suggesting an 
acceptable fit to support the CFI.

As shown in Table III, all six latent factors showed 
a significant effect in evaluating the ERP system by the 
respondents, and it was important to measure the reliability 
and user satisfaction factors. Referencing the multiple 
regression model shown in Table IV, it can be noticed that all 
four latent factors were statistically significant in improving 
the system’s reliability as well as satisfaction by the users and 
the variability of reliability was measured with 45.40% was 
due to the collective effect of digitalization, utility, efficiency, 
and accessibility, whereas these factors had an impact by 
56.30% on user satisfaction. These findings suggested that 
one can pay attention to these factors to improve or increase 
the reliability and user satisfaction level. The values of 
R-square which were not very high indicate a good sign of 
not suffering from overfitting and can lead us to an accurate 
and reliable conclusion in reference to the independent’s 
influences.

VIII. Discussion

This study used the EGOVSAT to assess the effectiveness 
of e-government document management systems at the 
Ministry of Higher Education in Iraq’s Kurdistan Region. 
It utilizes a six-factor model that includes digitalization, 
utility, reliability, efficiency, user satisfaction, and 
accessibility. Utilizing SEM and regression analyses has 
provided valuable understanding regarding the factors 

TABLE II
Factor Loading, Corrected Item‑total Correlation, Cronbach’s Alpha if Item Deleted, and R‑Square Results

Scales Items Factor loading (SE) Corrected item‑total correlation Cronbach’s alpha if the item deleted p‑value R‑square
Digitalization D1 0.548 (0.020) 0.698 0.772 0.000 0.566

D2 0.511 (0.024) 0.585 0.803 0.000 0.464
D3 0.536 (0.033) 0.596 0.803 0.000 0.408
D4 0.523 (0.023) 0.605 0.798 0.000 0.492
D5 0.557 (0.022) 0.640 0.788 0.000 0.541

Utility U1 0.461 (0.022) 0.607 0.831 0.000 0.432
U2 0.536 (0.019) 0.677 0.813 0.000 0.55
U3 0.514 (0.018) 0.681 0.812 0.000 0.551
U4 0.565 (0.021) 0.662 0.817 0.000 0.56
U5 0.539 (0.019) 0.665 0.816 0.000 0.559

Reliability R1 0.563 (0.026) 0.607 0.638 0.000 0.516
R2 0.561 (0.025) 0.605 0.643 0.000 0.535
R3 0.626 (0.036) 0.537 0.729 0.000 0.535

Efficiency E1 0.603 (0.022) 0.691 0.755 0.000 0.605
E2 0.649 (0.023) 0.713 0.732 0.000 0.634
E3 0.603 (0.022) 0.650 0.795 0.000 0.607

User satisfaction US1 0.602 (0.021) 0.691 0.792 0.000 0.596
US2 0.691 (0.026) 0.685 0.794 0.000 0.618
US3 0.652 (0.026) 0.700 0.789 0.000 0.575
US4 0.424 (0.026) 0.556 0.828 0.000 0.344
US5 0.462 (0.021) 0.586 0.821 0.000 0.444

Accessibility A1 0.553 (0.021) 0.636 0.762 0.000 0.565
A2 0.609 (0.031) 0.657 0.750 0.000 0.508
A3 0.607 (0.034) 0.630 0.765 0.000 0.473
A4 0.542 (0.022) 0.606 0.775 0.000 0.538

TABLE IV
Multiple Regression Modeling Analysis Findings

Dependent Independents Unstandardized 
coefficients

p‑value Adjusted 
R‑square

VIF

B SE
Reliability (Constant) 0.339 0.210 0.007 45.40% ‑

Digitalization 0.194 0.066 0.003 2.006
Utility 0.250 0.071 0.001 2.382
Efficiency 0.267 0.059 0.000 2.237
Accessibility 0.181 0.056 0.001 1.777

User satisfaction (Constant) 0.137 0.174 0.030 56.30% ‑
Digitalization 0.166 0.055 0.002 2.006
Utility 0.194 0.059 0.001 2.382
Efficiency 0.156 0.049 0.001 2.237
Accessibility 0.397 0.046 0.000 1.777

TABLE III
Construct Validity Results

Scales X2 df P CFI TLI RMSR RMSEA
Six factors model 618.69 260 <0.001 0.932 0.921 0.042 0.061
CFI: Comparative fit index, TLI: Tucker‑lewis index, RMSR: Root mean square of 
residuals, RMSEA: Root mean square error of approximation
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that improve user satisfaction and the dependability of the 
system.

The SEM analysis revealed that accessibility and 
user satisfaction play a significant role in the success of 
e-government services. This implies that, despite advances 
in digital infrastructure, the ease of access and extent to 
which these services meet user needs remain critical to their 
effectiveness. Furthermore, the study identifies digitization 
and efficiency as critical drivers of operational excellence, 
implying that continued efforts to improve these areas could 
result in significant improvements in service delivery.

The regression analysis confirms the impact of the 
aforementioned factors, demonstrating that digitalization, 
utility, efficiency, and accessibility all account for significant 
differences in reliability and user satisfaction. This 
demonstrates the interconnected nature of these factors, 
with improvements in one area potentially improving others, 
ultimately leading to better user experiences and service 
reliability.

Importantly, although the result is based on a moderate 
Cronbach’s Alpha score of 0.695, which indicates sufficient 
reliability without significant multicollinearity among 
variables, it also confirms the independence of predictors 
in the regression model (Hassan, et al., 2021). Moreover, 
the proposed dimensions and the proposed dimensions in 
the EGOVSAT explained 53.2% of the variation in citizens’ 
satisfaction with e-government services (Nawafleh, 2021). 
Accessibility, information, security, reliability, trust, and 
perceived ease of use all have a positive impact on service 
quality and customer satisfaction (AL-Kaabi, 2023). In 
addition, improvements to the electronic government service 
delivery system increase user satisfaction by positively 
influencing perceptions of ease of use and usefulness, as 
validated by SEM (Sachan, et al., 2018). However, our 
results show that the study is highly reliable (Cronbach’s 
Alpha = 0.956), users are satisfied (56.30%), and the model 
fits well (CFI = 0.932; TLI = 0.921; RMSEA = 0.061). This 
shows that the research was done correctly, and the results 
may be useful in other places where e-government programs 
are being used, not just the Kurdistan Region.

This study makes a significant contribution to the 
e-government literature by identifying the critical factors 
influencing user satisfaction and system reliability. The 
findings advocate for a balanced approach that takes into 
account both technical infrastructure and user experience, and 
they provide a road map for policymakers looking to improve 
e-government service delivery. Future research could delve 
deeper into the dynamic interactions between these factors, 
as well as test the model in a variety of contexts, to broaden 
the findings.

IX. Conclusion
This study evaluates e-government services provided by the 
Ministry of Higher Education of KRI using the EGOVSAT 
and a “six-factor” framework, emphasizing the significance 
of accessibility, utility, reliability, efficiency, digitization, and 

user satisfaction. By analyzing user responses with SEM, 
we find that accessibility and user satisfaction are critical to 
the success of e-government, whereas operational efficiency 
is significantly impacted by digitization and efficiency and 
there was a significant relationship between latent factors 
and observed variables where all factor loading values 
were statistically significant. Our research findings suggest 
that continuous improvements are necessary to align with 
changing user demands, even in the face of progress in 
service digitization and accessibility, and the SEM of all 
six factors, demonstrated a satisfactory fit with the data 
(n = 368): χ2 = 618.69  (260), p < 0.001; CFI = 0.932; 
TLI = 0.921; RMSEA = 0.061. Fortunately, both RMSR and 
RMSEA values were below 0.08, suggesting an acceptable 
fit to support the CFI. The application of the EGOVSAT 
offers profound insights into user requirements in KRI and 
promotes a well-rounded approach that takes into account 
user experience and technical infrastructure. In addition, 
we also reached a conclusion that both reliability and user 
satisfaction were significantly affected by other latent 
factors with R-square 45.40% and 56.30%, respectively. 
Furthermore, a comprehensive examination reaffirms that 
the six latent factors have a substantial effect on service 
dependability and user satisfaction. This study adds to 
the body of e-government literature by providing specific 
insights into the context of KRI. It also acts as a starting 
point for future research by advocating for an approach to 
e-government service provision that is user-centric, effective, 
and inclusive.
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Abstract—A wireless sensor network (WSN) consists of several 
sensor nodes; all these nodes can sense physical events, including 
light, heat, and pressure. These networks are essential in smart 
homes, smart agriculture, and smart water management, swelling 
with the concept of the Internet of Things. However, WSN needs 
to address the challenges of energy issues; thus, energy-conserving 
techniques have been pursued for communication. Optimization of 
energy is normally solved using the Particle Swarm Optimization 
(PSO) algorithm since it offers high accuracy but is prone to local 
optima, thus resulting in early convergence. To tackle this challenge, 
this paper proposes the development of an enhanced particle swarm 
optimization for the node power estimation (EPSO-NPE) model. 
EPSO-NPE calculates distinct transmission powers for each node, 
preventing the formation of isolated areas within a sensor cluster. 
Unlike the original PSO, the EPSO algorithm enhances exploration 
capabilities by avoiding stagnation on search space boundaries. 
A comparative analysis with the original PSO-based model (PSO-
NPE), where nodes adopt maximum power for connectivity, reveals 
superior performance by EPSO-NPE. The enhanced model exhibits 
heightened energy-saving capabilities, ultimately extending the 
network’s lifetime.

Index Terms—IoT, Power estimation, PSO, 
Transmission power reduction, WSN.

I. Introduction
Nowadays, the Internet of Things (IoT) is one of the 
extensive areas that allow data collection and sharing, 
and it is rapidly engaging our daily life (Abdalkafor and 

Aliesawi, 2022) (Gardašević et al., 2020). Mainly, the 
advanced technologies involving smart sensors, advanced 
communication technologies, and internet protocols are 
the critical elements of enabling IoT (Mohammed et al., 
2024; Haseeb et al., 2020; Al-Rami and Alheeti, 2022). 
The number of connected devices to the IoT environment 
is growing (Al Zakitat et al., 2023; Abdaljabar, Ucan and 
Alheeti, 2021). It depicts a vast global network of thousands 
of physical machine devices around the world connected 
to the internet, collecting and sharing data and interacting 
with each other (Abdul-Qawy, Almurisi and Tadisetty, 
2020). Thus, it has a significant impact on several sectors 
such as medical, industries, agriculture, home automation, 
and smart cities environments (Tao et al., 2024; Rani et al., 
2020; Nafea et al., 2024). Furthermore, the establishment of 
IoT-based mesh networks and sensor nodes is dramatically 
increased, which is the issue that inherits the problem of 
energy constraints depicted by the transmission power of 
the network’s nodes (Wasmi et al., 2021; Hamdi, Rashid and 
Nafea, 2024). Thus, network clustering and beamforming 
have been used to avoid inefficient transmission power 
(Heinzelman and Younis, 2000; Khediri et al., 2021; Ismael 
et al., 2023). However, the evolution of the IoT leads to 
remain this field an open area for more required correlated 
research.

Consequently, the power supply charge powers the three 
distinct subsystems: the sensor unit, the central processing 
unit, and the communication unit (Abdelaal and Theel, 
2014; Haseeb et al., 2020). On another side, the mitigation 
of wasting power of a particular sensor node can be 
accomplished by several wireless node events such as packet 
overhead, overhearing, collisions, idle listening, and state 
transitions. This research aims to continuously link each of all 
of the nodes that are sensors in one cluster without triggering 
any state changes by the ideal amount of transmission 
power for each node in the network. At this time, we will 
not consider the other instances of energy waste. While 
switching between states would use up some of the battery 
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life of the sensor, it could also be a way to conserve power. 
To save energy, the nodes can enter a sleep state and disable 
most of their functions (Mendes, Rodrigues and Chen, 2010; 
Del-Valle-Soto et al., 2020). The focus of this research is on 
network connectivity, therefore various node statuses will not 
be handled. The next step for stationary sensors is to gain 
network connectivity, subsequently, the goal of the network 
may change to a different mode.

Despite, calculating the least power level for each node 
placed on the network edge to connect its closer neighboring, 
or a group of nodes to reach the edges, in the case of the 
intermediate nodes, would be the ideal solution to detect the 
minimum required power to connect every wireless sensor 
network (WSN) node. As the node number in the cluster 
increased, finding out the closest neighboring nodes while 
maintaining the entire network connection would cause an 
elevation in computational overhead. For that, a sub-ideal 
solution, with a minimal computing-intensive might be 
utilized.

The particle swarm algorithm (PSO) algorithm is the 
most popular swarm-based algorithm used by several studies 
of WSN and energy estimation (Sun et al., 2020). This 
algorithm was proposed by Eberhart and Kennedy (1995) to 
cope with the non-linear functions with optimization issues. 
The PSO algorithm has become a widespread technique 
utilized to solve optimization issues in WSNs because of its 
simplicity and ability to provide high-quality solutions and 
fast convergence (Kulkarni and Venayagamoorthy, 2010; Ling 
et al., 2020). Thereafter, utilizing a PSO for power estimation 
is one of the potential solutions. However, the PSO algorithm 
is easy to dive into local optima, Thus, the model would 
neglect to get the correct results and bring about premature 
convergence. Consequently, this study sheds light on this 
issue and proposes an enhanced particle swarm optimization 
(PSO) for node power estimation named EPSO-NPE. This 
algorithm avoids the local optima problem to some extent 
by avoiding the stuck on the boundaries that occur in the 
original PSO and at the same time, it is supposed to enhance 
the exploration and exploitation procedure of the algorithm. 
The rest of the paper is structured as follows; Section 2 
provides a literature review related to the proposed system 
and related methods and technologies. Therefore, Section 
3 depicts the methodology of this study, while sections 4 
provide the results of the taken experiments. Finally, Sections 
5 and 6 provide discussion and conclusion, respectively.

II. Literature Review
A. WSN Clustering and Energy Consumption
Recently, WSNs have obtained the researcher’s 

attention in many disciplines (Afsar and Tayarani-N, 2014) 
(Mohapatra et al., 2020). WSNs have originated as a new 
robust paradigm that can be utilized in lots of applications 
for generating various types of parameter reports, such 
as pressure, temperature, light, chemical activity, and 
humidity (Tyagi and Kumar, 2013; Khalifeh et al., 2021). 
Therefore, the WSN system can be assessed based on several 

parameters including, (i) the lifetime of a network, in which 
every network node has to be designed to control the local 
energy supply to get the maximum limit of network lifetime. 
(ii) Network Coverage, in which network nodes must be 
effectively distributed in all monitored areas to hit the 
coverage standards. (iii) Scalability in which it is supposed 
that any potential addition of new nodes to the network 
in the future must not cause any change in the network 
performance. (iv) Response time, in which the WSNs should 
respond to alarm-oriented risk situations like fire detection 
timely and quickly, and (v) Security, which is considered as 
one of the crucial measures of the WSNs, especially if the 
WSN is designed for security-oriented purposes (Mahajan 
and Dhiman, 2016; Mohapatra et al., 2020).

Therefore, to enhance the effectiveness of WSNs and 
increase network lifetime, energy efficiency, and scalability, 
as well as decrease routing delay, clustering is applied to 
WSNs (Afsar and Tayarani-N, 2014; Mahajan and Dhiman, 
2016; Mohapatra et al., 2020). Clustering refers to dividing 
the network nodes into sets based on particular mechanisms 
(Afsar and Tayarani-N, 2014) (Mohapatra et al., 2020). In 
clustering, a group of nodes composed the clusters, some 
nodes are chosen to be cluster-heads and other nodes are 
called regular nodes. The cluster head (CH) receives data 
from regular nodes. Then, CH collects data and transmits 
them to the base station (Afsar and Tayarani-N, 2014; Ilyas 
et al., 2020). As clusters in WSN aid in data aggregation, 
this could assist in decreasing the energy consumption and 
transmission overhead (Mohapatra et al., 2020), Fig. 1 shows 
the flow of data in a networked cluster.

On another side, there are some design challenges 
associated with WSN clustering, include (i) Storage, in 
which sensors have storage limitations that can lead to some 
constraints on satisfying the query and storage requirement. 
(ii) Security, in which WSNs may incur too many threats 
and security issues that lead to the need to provide security 
protocols and measures. (iii) Communication, which should 
cover the entire WSNs area to maximize reliability and 
also enhance network coverage. (iv) Limited Energy, which 
is one of the most crucial challenges, where the energy 
forms a constraint to the sensor networks. Thus, decreasing 
the consumption of energy is one of the critical clustering 

Fig. 1. Network Architecture of Clustered WSNs (Gui, Zhou and 
Xiong, 2016).
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issues. (iv) Network Lifetime, in which one of the clustering 
design concerns is represented in the possible limitations of 
a network lifetime, while the sensor node is a low amount of 
energy. (vi) Quality of service (QoS), whereby quality is an 
important issue regarding clustering. Occasionally, clustering 
concentrates on energy efficiency rather than quality which 
can cause some clustering obstacles (Vyas and Chouhan, 
2014; Mohapatra et al., 2020; Khediri et al., 2021).

Consequently, based on the aforementioned challenges, 
energy efficiency represents an important measure of 
WSNs’ effectiveness. Hence, researchers proposed numerous 
protocols and approaches that may help in enhancing the 
energy consumption in clustering WSNs. Sensors can be 
split into several small sets named clusters to support the 
aggregation of data through an efficient network organization 
(Younis, Krunz and Ramasubramanian, 2006; Mohapatra 
et al., 2020). Thus, it would cause reliability enhancement, 
decrease the network communication overhead, and lead 
to considerable savings in energy. On another side, some 
Authors utilized clustering to select a group of network 
nodes. They institute an effective topology for prolonging 
the lifetime improve energy saving of battery-powered WSNs 
(Abd Aziz et al., 2012; Khediri et al., 2021).

B. PSO
PSO is an optimization algorithm inspired biologically by 

birds’ social behavior or fishes’ swarms and their ability to 
exploit or explore a d-dimensional search area for shelter or 
food (Jain and Sharma, 2013; Rao, Jana and Banka, 2017; 
Freitas, Lopes and Morgado-Dias, 2020). In a d-dimensional 
area, the PSO algorithm finds the optimal solution for a 
specific issue by utilizing an iterative operation (Kaur and 
Kumar, 2018; Freitas, Lopes and Morgado-Dias, 2020). 
In PSO, the swarm is formed of a group of individual 
particles. Each particle in the swarm owns a specific fitness 
measured by the fitness function. The particle is (flown) 
over the d-dimensional search area (Rini, Shamsuddin and 
Yuhaniz, 2011; Freitas, Lopes and Morgado-Dias, 2020). The 
particles interact with each other, constituting a particular 
social behavior. The particles are estimated regarding their 
fitness function, and then their speeds and positions are 
updated in every step of the PSO algorithm. Each particle’s 
role and rate are updated based on its experience and the 
neighboring particles. The superior work might be the 
minimum or maximum values. The updates of particles 
depend on the tracking of two extreme values. The first one 
is the best (optimal) solution of the (individual extremum 
pbest) particles. The second is the best (optimal) solution for 
the whole population, called the (global extremum gbest). 
Therefore, several parameters control the searching behavior 
of the PSO algorithm including (i) coefficient of inertia 
weight w, which controls the algorithm’s tendency to expand 
search space and explore new areas within it. (ii) accelerate 
constants c1 and c2, in which it functions as the weight of 
accelerating statistically when each particle is forwarded to 
the position of pbest and gbest, (iii) and r1 and r2, which 
are random numbers between [0,1]. In the original PSO 

algorithm, the updating equations of the particle’s velocity 
and position are as follows:

( ) ( )1
1 1  2 2        g  t t t t t t t t

i i ibest i iv w v c r p x c r best x+ = + − + − � (1)

( 1) ( 1)  t t t
i i ix x v+ += + � (2)

Where t represents the number of iterations, v1 represent 
the speed of the particle and xi is the position of the particle.

In literature, several studies addressed some issues related 
to WSNs designation, such as energy constraint, limited 
capabilities, and bandwidth unavailability, and generally 
routing protocol optimization. Thus, the issue can be modeled 
as an optimization problem, which allows metaheuristic 
algorithms to be used in their solution. From a central point 
of view, several studies produced the PSO algorithm as 
an optimization solution in WSNs. Some of these studies 
examined the optimization algorithms such as the PSO 
algorithm functioning to reduce the energy consumption of 
WSN, enhance the convergence of WSN, and increase its 
lifetime. Next are some related studies that were reviewed.

A study by da Silva Fré et al., (2015) utilized PSO to 
calculate the nodes’ transmission powers in related areas of a 
WSN. This work’s findings indicated that the suggested PSO 
algorithm allowed the saving of sensors’ energy significantly 
by at least, 1 dBm of the overall transmission power of the 
network compared with a simplistic method. Meanwhile, 
Rao, Jana, and Banka proposed an approach consisting of 
a combination of energy-efficient CHs selection and PSO 
(PSO-ECHS). This approach takes various parameters into 
account as the sink distance, intra-cluster distance, and sensor 
nodes’ residual energy. The findings affirmed the suggested 
approach’s superiority compared with the other existing 
approaches regarding the network lifetime and energy 
consumption. As they could run the algorithms by changing 
the sensor node number from 300 to 500, CHs number from 
30 to 50, and calculated overall consumption of energy at the 
end of 5000 rounds.

Kaur and Kumar, (2018) have utilized the PSO-UFC 
protocol to handle the imbalance of inter-cluster and intra-
cluster energy consumption between Master CHs. The 
simulation results manifested that the proposed protocol 
increases the lifetime of the network and enhances energy 
consumption. In the FND criteria, the used protocol 
enhanced the network lifetime by 86%, and in the HDN 
criteria the network lifetime was enhanced by 68%. In 
addition, Latiff, Tsimenidis and Sharif, (2007) proposed 
PSO-C as an energy-aware clustering algorithm for WSN. 
The proposed approach operated to select the best (k-CHs) 
that can reduce the cost through routing. The approach was 
a centralized and distance-based approach that takes into 
consideration the extreme distance between CH and other 
nodes and the residual CH candidates’ energy. Nodes with 
adequate energy are chosen to be CHs, while nodes with an 
energy higher than the average are qualified to be a CCH in 
each round.
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On the other hand, Tam et al., (2018) suggested an 
algorithm based on PSO and fuzzy clustering to minimize 
network energy consumption and decrease network 
disconnects. The proposed model resolved the clustering 
limitations of 3D WSN. Moreover, fuzzy clustering enables 
more easily to determine the optimal structure of clustering 
in 3D WSN. Meanwhile, Wang, (2020) applied PSO for 
optimizing the deployment of WSN nodes. The results 
revealed that PSO could optimize WSN layout optimally 
and effectively, coped with the fixed sensor nodes’ impact on 
optimization, realized rapid convergence speed, and enhanced 
the efficacious WSN coverage.

Furthermore, a study by Jain and Sharma, (2013) sought 
to solve the coverage issues in distributed WSN. Whereby, 
they proposed a modified discrete binary PSO algorithm 
for the WSN nodes’ placement to obtain the maximum 
coverage. The proposed algorithm fixed the coverage 
problem by setting a finite sensor number, optimizing the 
sensor’s deployment, and considering the sensor deployment 
scheme factor. On another side, Sahoo, Amgoth and Pandey, 
(2020) integrated the PSO algorithm with the energy-
efficient clustering and sink mobility (ECSM) technique to 
address the sink mobility and cluster head (CH) selection 
issues. This study covered the node degree, residual energy 
distance, and energy consumption rate (ECR) as CH 
selection factors. The results indicated that the PSO-ECSM 
enhanced the stability period and improved the network’s 
lifetime and throughput.

III. Methodology
A. The System and Network Connectivity
This research only considers scripts that have one cluster 

and N wireless sensors. Using the newly formed mesh 
network, they must transmit measurement packets to a sink 
node. This means that an L-sided square would contain the 
locations of the sinks and sensors. In addition, the subsequent 
calculation of the global neighbors’ matrix γΓ is based on the 
transmitted power vector γ, as expressed in equation (3):

( )
0,    

 
1,   

j th
ij

j th

if P P
r

if P P
γ

<= ≥ � (3)

where Pj is the power which it is received at node j, when 
i is transmitting with a power γi, and Pth is representing 
the sensitivity of the receiver. Therefore, a connection is 
established between two nodes when the first node broadcasts 
a strong enough signal to exceed the sensitivity of the 
receiver. According to Fig.  2, the distance from the node is 
depicted by the circles at its center, and the measured power 
is precisely Pth. This indicates that its signal can be received 
by another node within the circle.

Moreover, according to the Friis formula, equation (4), 
There is a direct correlation between the received power and 
both the transmitted power and the physical distance between 
the nodes:

2 2

 
  

 
r tR

t

A AP
P d λ

= � (4)

Where, PR stands for the received power, Pt for the 
transmitted power, d for the transmitting and receiving 
antenna’s effective areas, and λ for the wavelength, which is 
acquired by dividing the light’s speed c by the frequency f 
of the signal. The focus of this work is therefore on a power 
transfer optimization model rather than a particular hardware 
architecture of sensor nodes. Therefore, to represent the 
effective antenna regions, the simplest possible antenna 
model would be chosen. Accordingly, the following are the 
effective areas given by equation (5) when each sensor node 
is equipped with a single isotropic antenna for transmission 
and reception:

2

   
4isotropicA λ
π

= � (5)

And making Ar = At = Aisotropic, the power ratio (i.e., 
equation 4) simplifies to equation (6) as follows:
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 
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Furthermore, after computing the neighbors matrix using 
equation 3, to find out whether the network is linked or not, 
a method is employed. When each of the nodes in a network 
possesses at least one link to each other and can form a 
path that includes all of the nodes, we define it as a fully 
connected network.

Determining the fully connected condition of a particular 
network is harder when the number of nodes is large, 
but easier when a network has a smaller number of 
nodes or/and a smaller AoI. Whereby, in the first case, a 
large number of nodes linked in one network makes its 
management essential. When determining connectedness, 
the initial step is to compute the Laplacian Matrix of the 
neighboring matrix, which is provided by equation (7) 

Fig. 2. Structure model.
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where ni is the ith node and n is the total number of nodes 
(GROSS, 2004).

  ( )  ij n nL l ×= � (7)

( )        
  1      1

0             

i

ij ij

deg n if i j
l if i j and

otherwise

=
= − ≠ Γ =



� (8)

where deg (ni) is the number of connected nodes to the 
node ni, and this value can be determined using equation (9), 
as shown below:

( ) 2deg ( )i ijn r i j= ↔ = � (9)

Therefore, for i=j, the number of connections to ni is the 
same as the square of the neighbor matrix. Determining the 
eigenvalues ψ of the Laplacian matrix L, using equation (10), 
is the second step after calculating the Laplacian matrix. The 
process is as follows:

L.E= ψ.E� (10)

where E is an eigenvector, which is a column vector with 
n elements that have to be equal to and match every possible 
Laplacian eigenvalue ψ. The eigenvalues linked to each 
eigenvector are the values of ψ that satisfy equation (10) and 
can be set up inside a vector ψ in the following way:

[ ]1 2 3 , , , ., t
nψ ψ ψ ψ= …Ψ � (11)

with ψ1<ψ2<ψ3<…<ψn
The fully connected requirement can only be met if the 

second smallest Laplacian eigenvalue ψ2, also known in the 
Neighbor Matrix as the algebraic connectivity, is positive. 
Finally, in the neighbor matrix, there must be a positive 
second smallest Laplacian eigenvalue and a minimum of 
one connection per node to determine if a network is fully 
connected. Under these conditions, a fully connected cluster 
can be initiated using the transmission power of individual 
nodes (Wormald, Gross and Yellen, 2004).

B. The EPSO-NPE Model
In this study, the EPSO-NPE model is proposed. In 

the original PSO algorithm, the algorithms start with the 
exploration task and then further for the exploitation task 
depending on the particle’s speed. However, in the velocity 
and position update equation, if a particular particle exceeds 
the velocity or/and its position out of boundaries, the 
algorithm forces the particle to determine boundaries where 
the particle is mostly stuck on there. Thus, this behavior is 
considered as one of the main reasons behind the degradation 
in local optima of the original PSO algorithm. The node 
power estimation based on PSO is as Algorithm 1.

Consequently, to solve this problem and enhance the PSO, 
the particle involved on out of velocity bounds problem 

takes a new value of velocity within the velocity range as 
following equation 1:

( ) (1,1)  v
out up low lowP v v rand v= − × + � (12)

Where vup and vlow are the maximum and minimum limits 
of velocity.

Algorithm 1: PSO‑NPE

Initialize algorithm’s parameters include c1, c2; the value of inertia weight 
ωmin, ωmax, the maximum number of iterations, the population size Pop and 
the, lower bound lb, upper bound ub, and minimum velocity Vmin, maximum 
velocity Vmax.
for i∈{1,2,…., N} do
xi←rand (lb, ub)
vi←rand (Vmin, Vmax)
endfor
for i∈{1,2,…., Pop} do
fitnessi←f (xi, positionscript)

( )  i if pbest fitness individualfitness← 

pbesti←xi
endfor

( ) min) ( )) gbest f pbest globalfitness← for

gbest←pbest
ω←ω*ωdamp
for t∈{1,2,…., tmax} do
for i∈{1,2,…., N} do
according to Equation (1) update the speed of particle i
for j∈{1,2,…., N} do
if (vij>vMax)
(vij←vMax)
endif
if (vij<v Min)
(vij←vMin)
endif
endfor
endfor
for i ∈{1,2,…., N} do
according to Equation (2) update the position of particle i
for j ∈{1,2,…., N} do
if (xij>xMax)
(xij←xMax)
endif
if (xij<xMin)
xij←xMin)
endif
endfor
endfor
for i ∈{1,2,…., N} do
fitnessi←f (xi, positionscript)
if (fitnessi<f (pbesti)) then
f (pbest) i←fitnessi

pbesti←xi

endif
if (f (pbesti)<f (gBest)) then
f (gbest)←f (pbest) i

gbest←pbesti

endif
endfor
endfor
Output optimal solution by gbest.
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Meanwhile, the particle involved in the position out of 
bounds problem is updated to a new position within the 
search space range as in the following equation 2:

( ) (1,1)pos
out up low lowP pos pos rand pso= − × + � (13)

To implement the proposed model, the algorithm’s 
parameters were set as follows; population size set to 30, in 
which each particle presents a solution for its corresponding 
transmission power of a node. Learning coefficients c1 and 
c2 are set at 2, and the value of inertia weight ω and inertia 
weight damping ratio are set to 1 and 0.7, respectively. 
The maximum number of iterations is set to 100, and the 
population size Pop is set to 20. Finally, the lower bound 
lb and upper bound ub are set to −30 and 0, and minimum 
velocity Vmin, and maximum velocity Vmax are set to  -4 
and 4, respectively, as illustrated in Table I.

Therefore, the PSO algorithm according to the fitness 
function will decide whether all nodes are associated with 
the estimations of the transmission power of every node. In 
the event of all nodes connection, then the fitness function 
restores the amount of the power of the nodes. Otherwise, it 
restores a limitless value represented by an infinite value. The 
pseudocode of this technique is illustrated in Algorithm 2. 
The next section provides the experimental results. Moreover, 
the node transmitted power estimations that outcomes in the 
smallest amount (i.e., energy saving), is acquired from the 
stored gbest values.

IV. Results and Discussion
This section provides the results of the performed 

experiments. The transmission power optimization was 
performed one by implementing the original PSO-NPE 
method that is illustrated in Algorithm 1, and the other 
one is by implementing the proposed method (i.e., EPSO-
NPE) that is illustrated in Algorithm 2. Moreover, to 
get a robust result, the algorithms were run 10  times for 
each. The algorithms were tested over 15 scripts, each 
script includes the transmitter and receiver positions of 20 
nodes, in which the area of random sensors distribution is 
identified to 20×20 length of meter, and sensor sensitivity 
and transmission frequency are −60 dbm and 915 MHz, 
respectively.

Fig.  3 illustrates the summation of the transmission 
power of nodes for 15 taken scripts by the PSO-NPE and 
EPSO-NPE methods. Generally, the graph shows that the 
estimated power determined by the proposed method is 
less than the one determined by the PSO-NPE over all 15 
scripts. Moreover, it is clear that in script 8 the PSO-NPE 
failure to provide a solution, while the EPSO-NPE succeeded 
to provide a solution with approximate power  -4.95dBm. 
This indicates that the proposed algorithm (i.e. EPSO) has 
a higher capability to search the search space and find a 
solution compared with the original PSO. On another side, it 
can be observed that in comparison with PSO-NPE, the use 
of EPSO-NPE has saved, at minimum, approximately 1dBm 

of power, and at maximum approximately 2 dBm of Power 
as it can be seen in script number three.

On another side, Figs.  4 and 5 illustrate the distribution 
of the estimated power values and the medians, for the 
undertaken 15 scripts by PSO-NPE and EPSO-NPE, 
respectively. Regardless of the difference between the boxes 
resulting from the same method. Comparably between the 
two methods, the box plots for PSO-NPE are lower than the 

Algorithm 2: EPSO‑NPE

Initialize algorithm’s parameters include c1, c2; ωmin, ωmax, the maximum 
number of iterations, the population size Pop and the, lower bound lb, upper 
bound ub, and minimum velocity Vmin, maximum velocity Vmax.
for I ∈ {1,2,…., N} do
xi←rand (lb, ub)
vi←rand (Vmin, Vmax)
endfor
for i ∈{1,2,…., Pop} do
fitnessi←f (xi, positionscript)
f (pbest) i←fitnessi⊳individualfitness
pbesti←xi

endfor
for (gbest)←min) f (pbest))⊳globalfitness
gbest←pbest
gbest←pbest
ω←ω*ωdamp
for t ∈{1,2,…., tmax} do
for i ∈{1,2,…., N} do
according to Equation (1) update speed of particle i
for j∈{1,2,…., N} do
if (vij>vMax) or (vij<vMin)
according to Equation (12) update speed of particle i
endif
endfor
endfor
for i ∈{1,2,…., N} do
according to Equation (2) update the position of particle i
for j ∈{1,2,…., N} do
if (xij>xMax) or (xij<xMin)
according to Equation (13) update speed of particle i
endif
endfor
endfor
for i ∈{1,2,…., N} do
fitnessi←f (xi, positionscript)
if (fitnessi<f (pbesti)) then
f (pbest) i←fitnessi

pbesti←xi

endif
if (f (pbesti)<f (gBest)) then
f (gbest)←f (pbest) i

gbest←pbesti

endif
endfor
endfor
Output optimal solution by gbest
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equivalent plots for EPSO-NPE over all scripts. Moreover, 
node power estimations based on the EPSO-NPE are much 
lower than the PSO-NPE within several scripts such as in 
script 3 and script 5. On another side, it can be observed 
that some of the box plots regarding PSO-NPE are short 
compared with the ones by the EPSO-NPE, such as in scripts 
2, 4, and 14. This indicates that there is an obvious difference 
between the two methods’ performances, where the latter 
outperforms the one by the original PSO in which, unlike 
the EPSO, the overall estimated power based on PSO has a 
high level of agreement over all iterations. As a result, this is 
sufficient evidence that proves the better exploration ability 
of the proposed method.

V. Conclusion
This paper proposed a new method named as EPSO-NPE 
to enhance the performance of the node transmission power 
estimation, thus to save the energy of sensor nodes within 
the connected state. Consequently, compared with the method 
based on the original PSO, the use of EPSO-NPE has saved, 
at minimum and maximum 1dBm and 2dBm, respectively, 
of the total transmitting power of the network. Moreover, 
unlike the PSO-NPE, the EPSO-NPE could provide superior 
solutions for all the scripts. As a result, the outperforming 
of the proposed method could be proven by several results, 
and this superior performance I showed overall undertaken 
scripts. Moreover, while the exploration behavior of the 
algorithm is boosted, the proposed EPSO algorithm has 
proven a better searching ability with high exploration and 
exploitation capabilities. For future work, more empirical 
analysis will be established on node placements and its 
power, and with a higher number of scripts. Technically, 
more studies will be established on the PSO algorithm and 
the possibility to enhance its performance from other aspects, 
and extend the comparison range to evolve more methods, 
techniques, and other frequencies such as ZigBee and WiFi.
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Abstract—This work is divided into two main parts. The first 
part involves the synthesis of new azo chalcone compounds through 
a two-step process. Initially, azo compounds are synthesized by 
diazotizing 3-nitroaniline, followed by a coupling reaction with 
4-hydroxyacetophenone, which has a terminal ketone group.
Subsequently, the resulting product undergoes a Claisen–Schmidt
condensation reaction with various aromatic aldehyde substrates
to produce new α, β-unsaturated ketones, known as azo chalcone
compounds. The successful synthesis of these compounds is
confirmed using Fourier-transform infrared spectroscopy, ¹H
NMR, and ¹³C NMR spectral analyses. The second part of this
study explores the theoretical biological activity of the synthesized
compounds against severe acute respiratory syndrome coronavirus 
2 through molecular docking studies. The results indicate potential 
antiviral properties for each compound, with compounds B5 and B8 
exhibiting the most promising results. These compounds achieved
higher docking scores (ΔG −6.235 kcal/mol and −5.832 kcal/mol,
respectively) and each formed four hydrogen bonds with the target 
protein.

Index Terms—Antiviral activity, Azo chalcone 
compounds, Molecular docking, Severe acute respiratory 
syndrome coronavirus 2, Synthesis.

I. Introduction
Azo chalcone compounds contain two significant functional 
groups: (-CH=CHCO-) and (-N=N-) and have two isomers, 
trans and cis; the trans isomer is more common. Therefore, 
they are widely used for dying in industries (Vollheim, 1993), 
the final product in pharmaceuticals (Mezgebe and Mulugeta, 
2022), and they have biological activity such as anticancer 
“antitumor breast cancer cells” (Baper and Mohammd, 
2023), antimicrobial “against Staphylococcus aureus and 
Bacillus subtilis”, and antioxidant “Ferrous ion-chelating 
activity” (Okolo, et al., 2021; Rohini, Devi and Devi, 2015). 

Different modifications and routes are made to obtain azo 
chalcones with desired properties (Kadhium, Mohammed and 
Baper, 2023; ALKazmi, Hawais and Alasadi, 2023; Baper 
and Mohammd, 2023). The most common synthesis method 
for preparing azo compounds is amine diazotization, which 
was reported first by the German organic chemist Peter 
Griess in 1858 (Yates and Yates, 2016). The diazotization 
consists of nitrosation of primary aromatic amines with 
nitrous acid to produce diazonium salts then coupling with 
nucleophiles such as ortho- or para-phenol or aniline. These 
compounds can be identified by their functional group 
(̶ N=N ̶), which has particular interest due to their strong 
bioactivities (Yates and Yates, 2016; Abbas, Al-Hamdani 
and Shaker, 2011), such as antimicrobial (Gür, 2019; 
Kofie, Dzidzoramengor and Adosraku, 2015), anti-bacterial 
(Mamand, et al., 2024), anti-fungal (Mezgebe and Mulugeta, 
2022), anti-inflammatory (Mamand, et al., 2024), anti-viral 
(Mezgebe and Mulugeta, 2022), and anti-tubercular and 
anti-cancer (Kofie, Dzidzoramengor and Adosraku, 2015). 
Furthermore, azo compounds are used in pharmacological 
applications (Mezgebe and Mulugeta, 2022) such as HIV 
inhibitors of viral replication, including Evans blue and 
Congo red (Kozlowski and Watson, 1992). It is thought that 
the binding of azo dyes to this virus’s reverse transcriptase 
and protease is what causes this effect. Various compounds 
have demonstrated antibacterial and pesticidal properties due 
to the presence of an azo moiety (Katritzky, Chen and Tala, 
2009; Hawaiz and Samad, 2012); azo-imine (Hussein and 
Aziz, 2011); azo-pyrazoline derivatives (Hawaiz, Hussein 
and Samad, 2014); pyrimidine derivatives (Mamand, et al., 
2024); moreover, azo compounds were used as dyes more 
than half of all commercial colorants (Benkhaya, M’rabet and 
El Harfi, 2020). Azo benzene derivatives with active functional 
groups such as formyl or acetyl groups are produced by the 
most significant reaction, azo linkage, which links highly 
activated aromatic rings through an electrophilic aromatic 
substitution reaction. For these reasons, azo-compounds have 
huge literature publications.

Claisen–Schmidt condensation reaction (crossed-aldol 
reaction) is a powerful tool for the synthesis α,β-unsaturated 
ketones (chalcones) which have a general formula 
C6H5CH=CHCOPh. Acetophenone and benzaldehyde, or their 
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modified form, can undergo this reaction in the occurrences 
of sodium hydroxide in ethanol to produce chalcone (Kaka, 
Dabbagh and Hamad, 2016; Calvino, et al., 2005; Hsieh, 
et al., 2012; Aksöz and Ertan, 2012). Furthermore, the azo 
compound that contains terminal ketone reacts with different 
aromatic aldehyde substrates through Claisen–Schmidt 
condensation to obtain chalcones attached to an azo compound 
called azo chalcone compounds (ALKazmi, Hawais and 
Alasadi, 2023; Hawaiz, Samad and Aziz, 2015). This process 
involves the formation of a carbon–carbon new bond and 
holds great significance in the field of organic synthesis 
(Zweifel, Nantz and Somfai, 2017). Chalcone compounds 
have several different names such as methyl styryl ketone 
(Sivasankerreddy, et al., 2018) and benzylideneacetophenone 
benzalacetone (Tawfiq, 2016). Because chalcone derivatives 
have a ketoethylenic moiety (CO−CH=CH−), they are a 
valued species (Elkanzi, et al., 2022).

Our current work builds upon our ongoing efforts to 
design, synthesize, and identify new molecules derived 
from azo chalcone. This is achieved through two main 
processes. First, the reaction between 3-nitroaniline and 
4-hydroxyacetophenone takes place under basic conditions 
in a coupling reaction step. Second, the coupling product is 
reacted with various aromatic aldehyde substrates under basic 
conditions using the Claisen–Schmidt condensation protocol. 
This ultimately yields new azo chalcone products, as shown 
in Fig. 1.

II. Experimental
A. Materials and Methods
The chemicals and solvents used in this work were 

purchased from Scharlau, Merck, and Fluka Companies 
and were used without any further purification. Melting 
points were measured with an uncorrected measuring 
device of melting point (melting point type: Electrothermal 
12372). Fourier-transform infrared spectra were recorded 
using Thermo Scientific Nicolet iS 20 Fourier-transform 
infrared spectroscopy (FT-IR) Spectrometer station 
(4000–400 cm−1) used for attenuated total reflectance (ATR) 
vibration measurements with (4 cm−1) resolution. The 
software Omnic 9.2.86, Firmware version  1.02 by Thermo 
Fisher Scientific, was used for data collection, drawing, 
and interpretation of FT-IR (ATR) spectra. NMR spectra 
were recorded by Bruker NMR spectrometer, operating at 
(400  MHz) with an internal standard; tetramethylsilane, 
and all NMR spectra were measured at the Department 

of Chemistry/College of Education/University of Basra. 
Preparative thin layer chromatography (TLC) silica gel 60, 
F254 Glass used for clean-up compounds.

B. Synthesis

Preparation of hydroxy-3-((3nitrophenyl)diazenyl)phenyl.)
ethan-1-one (B1)

The compound (B1) was synthesized according to the patent 
(Botros and Creek, 1977), with some development as shown: In 
a 1 L, 3-Nitroaniline (8.28 g, 60 mmol, 1.0 eq.) was dissolved 
in 25 mL of distilled water and concentrated hydrochloric acid 
(HCl) (23  mL), the solution was cool down to 0–5°C in ice-
bath with stirring. A  cold solution of sodium nitrate (8.28  g, 
120 mmol, 2eq.) in 15 mL distilled water was added drop by 
drop to the content of the flask, stirring for (1 h) while keeping 
the same temperature. The final cold aqueous mixture in the 
above flask, which contains the product of diazonium salt, was 
added dropwise to the basic phenolic solution with stirring in 
an ice bath for (4 h). The phenolic solution consists of; sodium 
carbonate (22 g, 207 mmol, 3.45 eq.), distilled water (220 mL) 
and 4-hydroxy acetophenone (8.209 g, 60.3 mmol, 1.005 eq.). 
The cold mixture was filtered using Buchner under vacuum; 
the precipitant was washed with distilled water and acidified 
with 2N, HCl and filtered, then washed with boiling distilled 
water twice and followed by purification using preparative 
TLC to give the expected product as shown in Table I.
General procedure for the synthesis of azo chalcones 
(B2-B12)

Azo chalcones were prepared from compound (B1) after 
converting it (B1) to Enolate form, which was prepared 
by dissolving NaOH (0.6  g, 15 mmol, 4.28eq.) in ethanol 
(15 mL) then 1 g, 3.5 mmol, 1eq. of azo compound B1 was 
added with stirring for 48  h in 28°C. Aromatic aldehyde 
substrates (5 mmol, 1.4eq.) were dissolved in ethanol 
(25  mL) and added drop by drop to the Enolate solution, 
then stirred for (4–48 h), then filtered, acidify by (2M, HCl) 
and filtered, then washed with boiling distilled water and hot 
ethanol, to give the expected products as shown in Table I. 
All monitoring compounds were using TLC and preparative 
TLC with eluents (toluene/ethyl acetate [EtOAc] 3:1).

C. Molecular Docking Study
Molecular docking is commonly used to detect the best 

binding direction of a molecule linked to the molecule of a 
protein to calculate binding energy and predict biological 
activity depending on ΔG [Kcal/mol] as shown in Table  II. 

Fig. 1. Synthetic route of azo chalcone products.
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The template of severe acute respiratory syndrome coronavirus 
2 (SARS-CoV-2) 3CL protease was collected from the 
protein bank which is shown in Fig.  2, before the docking 
process. Then, setups of 12 different ligands were built in by 
ChemDraw, and the Chem3D software was used to transform 
the 2D structure into the 3D structure. Through energy 
minimization, the best ligand three-dimensional (3D) structure 
was chosen, to predict the strength of the bond; optimum 
conformation was chosen and used. The receptor of the 
virus (SARS-CoV-2  3CL protease) was significantly reduced 
utilizing protein preparation and reduction techniques from the 
PyRx libraries, which is a powerful molecular docking tool 
that is used to find the binding ability lies between the receptor 
and ligand. A  molecular docking program that gives effective 
docking results (Chawsheen and Al-Bustany, 2019) called 
AutoDock Vina, PyRx, and PyMol software were used for all 
newly synthesis compounds  B2-B12 with the crystallographic 
structure of SARS-CoV-2 as a molecule target Fig.  2. The 
active site of the receptor SARS-CoV-2 3CL protease contains 
the amino acid residues shown in Fig. 3a and b.

III. Results and Discussion
Our protocol of the synthesis consists of two general lines; 

first, preparation of a new azo compound (B1) through a 
diazotization reaction at a low temperature, of 3-nitroaniline 
with nitrous acid to produce diazonium salts, followed by one-
pot coupling the diazonium salt with 4-hydroxyacetophenone 
in basic ethanolic solution of NaOH. Second, the compound B1 
reacts with various aromatic aldehyde substrates (–Ar) Table 
I in an ethanolic solution of NaOH at room temperature to 
produce new azo chalcone compounds B2-B12, as shown 
in Fig.  4. The final expected products were easily isolated 
through preparative TLC and purification as shown in Fig. 5, 
giving acceptable yields (68–97%).

The physical properties of the prepared compounds were 
studied and are shown in Table I.

A. FTIR (ATR) Spectra Measurements
The resulting compounds were identified using FTIR 

technology, the ATR was used with novel ZnSe crystal to 

TABLE I
The Physical Properties of the Synthesis Compounds

Compound - Ar M.P. Color TLC Rf Yield %
B1 181–184 Brown 0.7 94
B2 195–196 Brown 0.8 68

B3 228–229 Yellow 0.85 94

B4 226–227 Yellow 0.83 97

B5 222–223 Yellow 0.82 93

B6 142–145 Dark brown 0.8 68

B7 227–228 Light brown 0.75 96

B8 218–220 Brown 0.8 94

B9 183–185 Brown 0.6 82

B10 182–184 orange 0.78 95

B11 193–194 Light brown 0.7 96

B12 175–177 Brown 0.78 86

TLC: Thin layer chromatography

TABLE II
Molecular Docking Scores for the Synthesis Compounds

Compound Name Docking score (ΔG)
B1 1‑(4‑hydroxy‑3‑(((3‑nitrophenyl) diazenyl) phenyl) ethan‑1‑one −5.54
B2 1‑(4‑hydroxy‑3‑(((3‑nitrophenyl) diazenyl) phenyl)‑3‑(naphthalene‑1‑yl) prop‑2‑en‑1‑one −5.324
B3 3‑(2,3‑dichlorophenyl)‑1‑(4‑hydroxy‑3‑(((3‑nitrophenyl) diazenyl) phenyl) prop‑2‑en‑1‑one −5.657
B4 3‑(2,4‑dichlorophenyl)‑1‑(4‑hydroxy‑3‑(((3‑nitrophenyl) diazenyl) phenyl) prop‑2‑en‑1‑one −5.432
B5 3‑(2,6‑dichlorophenyl)‑1‑(4‑hydroxy‑3‑(((3‑nitrophenyl) diazenyl) phenyl) prop‑2‑en‑1‑one −6.235
B6 3‑(3‑bromophenyl)‑1‑(4‑hydroxy‑3‑(((3‑nitrophenyl) diazenyl) phenyl) prop‑2‑en‑1‑one −5.823
B7 3‑(4‑bromophenyl)‑1‑(4‑hydroxy‑3‑((E)‑(3‑nitrophenyl) diazenyl) phenyl) prop‑2‑en‑1‑one −5.789
B8 3‑(4‑chlorophenyl)‑1‑(4‑hydroxy‑3‑(((3‑nitrophenyl) diazenyl) phenyl) prop‑2‑en‑1‑one −5.832
B9 3‑(4‑(dimethylamino) phenyl)‑1‑(4‑hydroxy‑3‑((3‑nitrophenyl) diazenyl) phenyl) prop‑2‑en‑1‑one −5.456
B10 1‑(4‑hydroxy‑3‑(((3‑nitrophenyl) diazenyl) phenyl)‑3‑(p‑tolyl) prop‑2‑en‑1‑one −5.654
B11 1‑(4‑((5‑acetyl‑2,4‑dihydroxyphenyl) diazenyl) phenyl) ethan‑1‑one −5.325
B12 1‑(4‑hydroxy‑3‑((3‑nitrophenyl) diazenyl) phenyl)‑5‑phenylpenta‑2,4‑dien‑1‑one −5.364
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analyze the synthesis compounds, and all results are shown in 
Table III spectrum of the compounds, the bands that appear 
at 1600–1670 cm−1 are due to stretching (str.) vibration (vib) 
of carbonyl group (-C=O). The bands at (950–1000) cm−1, 
(1600–1660) cm−1, and (3060–3085) cm−1 belong to str. 
vib. of (C-H) alkene, aliphatic, and aromatic, respectively. 
The moderate bands appear at 1250–1335 cm−1 and belong 
to str. vibrations of C-N. The bands at 1350 cm−1 and 
1530  cm−1 belong to (NO2) str. symmetric and asymmetric 
vib., respectively. The band that appears at 3100–3320 is 
attributed to str. vibration of O-H. The band at 1035–1100 
cm−1 is attributed to C-Cl str. vib. for chloro-substituted 

compounds (Shriner, et al., 2004; Pretsch, Bühlmann and 
Badertscher, 2000; Clayden, Greeves and Warren, 1995).

The overlay IR spectrum in Fig. 6 shows the confirmation 
of producing the B1 compound by disappearing NH2 peak 
from 3-Nitroaniline and appearing N=N and C-N peaks in 
product B1. Furthermore, ATR overlay spectrums in Fig.  7 
illustrate the difference between reactant B1 and product 
B8, which provided evidence of producing azo chalcone 
compound B8.

B. 1HNMR and 13CNMR Spectrums of Compounds
The 1H NMR spectra of synthesized azo compound  B1 

showed the following characteristic chemical shifts (δ), as a 
singlet at 12.86 ppm for the OH group, singlet at 2.68 ppm for 
CH3. The 13C NMR appears singlet at 195.89 and 26.52 ppm 
for C=O and OH groups, respectively. The 1H-NMR spectrum 
of synthesized azo chalcone compound B3 is shown in Fig. 8. 
All 1H-NMR spectra of the synthesized azo compounds 
showed the following characteristic chemical shifts (δ), the 
significant doublet peaks of the AB system for each proton 
of (-HC=CH-) appear in two regions: first at (8.18–7.4) ppm, 
with J coupling at 15.60  Hz for all compounds except B2 
and B6, at 15.20  Hz. While the second peak appeared at 
(7.94–7.38) with J coupling at 15.60  Hz for all compounds 
except B2 and B6, it was at 15.20 Hz. This is very important 
evidence of the formation of the double bond for chalcones. 
Furthermore, extra peaks at 7.00-8.84 which belong to the 
aromatic system. The 13C NMR spectrum of synthesized azo Fig. 2. 3D image severe acute respiratory syndrome coronavirus 2 3CL.

Fig. 3. Binding and docking interaction between severe acute respiratory syndrome coronavirus 2 3CL and compound: (a) B5, (b) B8.
b

a
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chalcone compound B3 is shown in Fig. 9. The 13C NMR for 
all synthesized azo compounds appears with two significant 
peaks at 136–145  ppm and 125.41–125.93  ppm for two 
carbons of C=C. The following data illustrates 1H NMR 
interpretation for synthesized compounds.

(B1) 1H NMR (400 MHz, CDCl3) δ 12.90 (s, 1H, OH), 
8.77 (t, J = 2.4  Hz, 1H, CHar), 8.73 (d, J = 2.4  Hz, 1H, 
CHar), 8.38 (ddd, J = 8.4, 2.4 and 1.2  Hz, 1H, CHar), 8.25 
(ddd, J = 8.0, 2 and 1.2  Hz, 1H, CHar), 8.19 (dd, J = 8.8 
and 2.4  Hz, 1H, CHar), 7.90 (d, J = 15.6  Hz, 1H, CH=CH), 
7.76 (t, J = 8.0 Hz, 1H, CHar), 7.74–7.7 (m, 2H, CHar), 7.65 
(d, J = 15.6 Hz, 1H, CH=CH), 7.45–7.44 (m, 3H, CHar), and 
7.18 (d, J = 8.8 Hz, 1H, CHar).

(B2) 1H NMR (400 MHz, CDCl3) δ 12.91 (s, 1H, OH), 
8.80–8.72 (m, 3H, CHar), 8.36 (ddd, J = 8.3, 2.4, 1.1  Hz, 
1H, CHar), 8.29 (d, J = 8.4 Hz, 1H, CHar), 8.23 (dd, J = 8.7, 
2.1  Hz, 2H, CHar), 7.99–7.87 (m, 3H, CHar), 7.74–7.52 (m, 
5H, CHar and CH=CH), and 7.20 (d, J = 8.8 Hz, 1H, CHar).

(B3) 1H NMR (400 MHz, DMSO) δ 11.68 (s, 1H, OH), 
8.79 (t, J = 2.1  Hz, 1H, CHar), 8.50–8.47 (m, 2H, CHar), 
8.38 (dd, J = 8.2, 2.4 Hz, 1H, CHar), 8.27 (t, J = 9.1 Hz, 2H, 
CHar), 8.02 (d, J = 15.6 Hz, 1H, CH=CH), 7.95–7.87 (m, 2H, 
CHar and CH=CH), 7.72 (d, J = 2.2 Hz, 1H, CHar), 7.53 (dd, 
J = 8.5, 2.2 Hz, 1H, CHar), and 7.23 (d, J = 8.7 Hz, 1H, CHar).

(B4) 1H NMR (400 MHz, DMSO) δ 11.71 (s, 1H, OH), 
8.81 (t, J = 2.1 Hz, 1H, CHar), 8.52–8.48 (m, 2H, CHar), 8.40 
(dd, J = 8.2, 2.3 Hz, 1H, CHar), 8.34–8.26 (m, 2H, CHar), 8.06 
(d, J = 15.6  Hz, 1H, CH=CH), 7.97–7.88 (m, 2H, Car and 
CH=CH), 7.74 (d, J = 2.1  Hz, 1H, CHar), 7.55 (dd, J  =  8.5, 
2.2 Hz, 1H, CHar), and 7.24 (d, J = 8.7 Hz, 1H, CHar).

(B5) 1H NMR (400 MHz, DMSO) δ 11.70 (s, 1H, 
OH), 8.81 (s, 1H, CHar), 8.51–8.41 (m, 3H, CHar), 8.20 
(d,  J  =  8.7  Hz, 1H), 7.91 (t, J = 8.0  Hz, 1H, CHar), 7.81 
(d, J = 15.6  Hz, 1H, CH=CH), 7.70–7.6 (m, 3H, CHar 
and CH=CH), 7.45 (t,  J  =  8.4  Hz, 1H, CHar), and 7.28 
(d, J = 8.6 Hz, 1H, CHar).

(B6) 1H NMR (400 MHz, DMSO) δ 11.70 (s, 1H, OH), 
8.81 (t, J = 2.1 Hz, 1H, CHar), 8.51–8.48 (m, 1H, CHar), 8.39 
(dd, J = 8.2, 2.3 Hz, 1H, CHar), 8.30 (dd, J = 8.6, 2.3 Hz, 1H, 
CHar), 8.22 (d, J = 7.8 Hz, 1H, CHar), 7.99–7.88 (m, 4H, CHar), 
7.73 (d, J = 8.0 Hz, 1H, CHar), 7.49 (t, J = 7.5 Hz, 1H, C=C), 
7.41–7.35 (m, 1H, C=C), and 7.25 (d, J = 8.6 Hz, 1H, CHar).

(B7) 1H NMR (400 MHz, DMSO) δ 11.65 (s, 1H, OH), 
8.81 (t, J = 2.1 Hz, 1H, CHar), 8.52–8.47 (m, 2H, CHar), 8.39 
(dd, J = 8.3, 2.3  Hz, 1H, CHar), 8.30 (dd, J = 8.7, 2.3  Hz, 
1H, CHar), 7.99 (d, J = 15.5  Hz, 1H, CH=CH), 7.95–7.85 
(m, 3H, CHar), 7.72 (d, J = 15.5  Hz, 1H, CH=CH), 7.52 
(d, J = 8.4 Hz, 2H, CHar), and 7.24 (d, J = 8.7 Hz, 1H, CHar).

(B8) 1H NMR (400 MHz, DMSO) δ 11.66 (s, 1H, OH), 
8.84 (t, J = 2.0 Hz, 1H, CHar), 8.54–8.49 (m, 2H, CHar), 8.41 
(dd, J = 8.1, 2.3  Hz, 1H, CHar), 8.32 (dd, J = 8.7, 2.2  Hz, 
1H, CHar), 8.02 (d, J = 15.6  Hz, 1H, CH=CH), 7.97–7.9 
(m, 3H, CHar), 7.75 (d, J = 15.5  Hz, 1H, CH=CH), 7.54 
(d, J = 8.1 Hz, 2H, CHar), and 7.26 (d, J = 8.7 Hz, 1H, CHar).

(B9) 1H NMR (400 MHz, CDCl3) δ 12.85 (s, 1H, OH), 
8.74 (t, J = 2.1 Hz, 2H, CHar), 8.63 (d, J = 2.2 Hz, 2H, CHar), 
8.37 (dd, J = 8.4, 2.3  Hz, 2H, CHar), 8.24 (d, J =  8.5  Hz, 
1H, CHar), 8.07 (dd, J = 8.8, 2.2  Hz, 2H, CHar), 7.76 
(t,  J  =  8.1  Hz, 2H, CHar and CH=CH), 7.13 (d, J = 8.8  Hz, 
2H, CHar and CH=CH), and 2.67 (s, 6H, CH3).

(B10) 1H NMR (400 MHz, DMSO) δ 11.63 (s, 1H, OH), 
8.82 (t, J = 2.1 Hz, 1H, CHar), 8.51 (d, J = 8.1 Hz, 1H, CHar), 
8.46 (d, J = 2.2  Hz, 1H, CHar), 8.39 (dd, J = 8.0, 2.3  Hz, 
1H, CHar), 8.30 (dd, J = 8.7, 2.3  Hz, 1H, CHar), 7.93–7.88 
(m,  2H, CHar and CH=CH), 7.79 (d, J = 7.8  Hz, 2H, CHar), 

Fig. 4. Synthesis of azo chalcone compounds.

Fig. 5. Purification process of the azo compound using preparative thin-
layer chromatography.
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7.72 (d, J = 15.6  Hz, 1H, CH=CH), 7.25 (dd, J = 14.0, 
8.2 Hz, 3H, CHar), and 2.35 (s, 3H, CH3).

(B11) 1H NMR (400 MHz, CDCl3) δ 12.90 (s, 1H, OH, CHar), 
8.77 (t, J = 2.4 Hz, 1H, CHar), 8.73 (d, J = 2.4 Hz, 1H, CHar), 
8.38 (ddd, J = 8.4, 2.4, 1.2  Hz, 1H, CHar), 8.25 (ddd, J = 8.0, 
2, 1.2 Hz, 1H, CHar), 8.19 (dd, J = 8.8, 2.4 Hz, 1H, CHar), 7.90 
(d, J = 15.6 Hz, 1H, CH=CH), 7.76 (t, J = 8.0 Hz, 1H, CHar), 
7.74–7.7 (m, 2H, CHar), 7.65 (d,  J  = 15.6  Hz, 1H, CH=CH), 
7.45–7.44 (m, 3H, CHar), and 7.18 (d, J = 8.8 Hz, 1H, CHar).

(B12) 1H NMR (400 MHz, DMSO) δ 11.53 (s, 1H, OH), 
8.72 (d, 3H, CHar), 8.59–8.18 (m, 5H, CHar and CH=CH), 
8.11–7.76 (m, 3H, CHar and CH=CH), and 7.50–7.06 (m, 5H, 
CHar and CH=CH).

The following data illustrates 13C NMR interpretation for 
synthesized compounds.

(B1) 13C NMR (101 MHz, CDCl3) δ 187.65 (C=O), 156.88 
(C-OH), 151.03 (Car), 149.38 (Car), 145.20 (Car), 144.31 (Car), 
136.41 (C=C), 135.20 (Car), 134.93 (Car), 131.21 (Car), 130.86 

Fig. 6. Overlay of attenuated total reflectance spectrum of reactant and product B1 compound.

Fig. 7. Attenuated total reflectance overlay spectrum of compounds B1 and B8.

TABLE III
The FTIR Spectrum Assignment for Synthesis Compounds

Compound str. Ar. C‑N  str. C=O ketone or 
α, β ketone

str. C=C str. C=C‑H str. Ar=C‑H str. sym. NO2 str. asy. NO2 C‑H str. 
asy. (CH3)

C‑H ben. 
sym. (CH3)

O‑H str. C‑Cl str.

B1 1279 1681 1603 956 3067 1348 1530 2927 2861 3103
B2 1288 1654, 1681 1593 971 3048 1347 1523 3089
B3 1296 1664 1664 976 3063 1349 1527 3085 1049, 1075
B4 1296 1664 1614 977 3061 1349 1529 3086 1050, 1075
B5 1293 1663 1614 987 3082 1348 1527 3094 1042, 1072
B6 1270 1657 1600 975 3078 1345 1530 3100 Br 1075
B7 1276, 1288 1658 1599 977 3085 1348 1525 3099 Br 1093
B8 1275, 1287 1658 1600 977 3085 1347 1525 3099 1092
B9 1279 1681 1603 956 3068 1347 1530 2977 2865, 2872 3103
B10 1281 1654 1654 981 3057 1345 1523 2924 2861 3103
B11 1282 1658 1612 978 3079 1349 1522 3097
B12 1279 1681 1603 956 3066 1347 1530 3103
Ar. Aromatic, str. Stretching, bn. Bending. FTIR: Fourier‑transform infrared spectroscopy
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Fig. 8. 1H NMR spectrum of synthesized azo chalcone product B3.

Fig. 9. 13C NMR spectrum of synthesized azo chalcone product B3.

(Car), 130.65 (Car), 129.17  (2Car), 129.05 (Car), 128.72  (2Car), 
125.69 (C=C), 121.06 (Car), 119.35 (Car), 116.50 (Car).

(B2) 13C NMR (101 MHz, CDCl3) δ 187.35 (C=O), 156.91 
(C-OH), 150.93 (Car), 149.29 (Car), 141.97 (Car), 136.38 (C=C), 
135.26 (Car), 134.93 (Car), 133.86 (Car), 132.31 (Car), 131.91 (Car), 
131.13 (Car), 130.59 (Car), 129.22 (Car), 128.94 (Car), 127.17 (Car), 
126.48 (Car), 125.67 (Car), 125.61 (C=C), 125.29 (Car), 125.01 
(Car), 123.58 (Car), 123.53 (Car), 119.37 (Car), 116.52 (Car).

(B3) 13C NMR (101 MHz, DMSO) δ 186.78 (C=O), 
160.07 (C-OH), 152.10 (Car), 148.73 (Car), 138.41 (C=C), 
136.95 (Car), 135.60 (Car), 135.18 (Car), 134.66 (Car), 131.37 

(Car), 130.99 (Car), 130.69 (Car), 129.93 (Car), 129.50 (Car), 
129.12 (Car), 127.94 (Car), 125.47 (C=C), 124.88 (Car), 120.94 
(Car), 118.90 (Car), 115.89 (Car).

(B4) 13C NMR (101 MHz, DMSO) δ 186.84 (C=O), 
160.15 (C-OH), 152.14 (Car), 148.76 (Car), 138.47 (C=C), 
136.97 (Car), 135.62 (Car), 135.19 (Car), 134.68 (Car), 131.39 
(Car), 131.02 (Car), 130.72 (Car), 129.96 (Car), 129.52 (Car), 
129.11 (Car), 127.97 (Car), 125.48 (C=C), 124.95 (Car), 120.81 
(Car), 118.94 (Car), 115.90 (Car).

(B5) 13C NMR (101 MHz, DMSO) δ 187.21 (C=O), 
160.49 (C-OH), 152.53 (Car), 149.16 (Car), 138.84 (C=C), 
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137.38 (Car), 136.03 (Car), 135.61 (Car), 135.09 (Car), 131.80 
(Car), 131.42 (Car), 131.12 (Car), 130.36 (Car), 129.93 (Car), 
129.55 (Car), 128.37 (Car), 125.90 (Car), 125.31 (C=C), 121.37 
(Car), 119.33 (Car), 116.32 (Car).

(B6) 13C NMR (101 MHz, DMSO) δ 186.99 (C=O), 
160.11 (C-OH), 152.15 (Car), 148.75 (Car), 147.49 (Car), 141.00 
(Car), 138.47 (C=C), 134.63 (Car), 134.00 (Car), 133.31 (Car), 
132.15 (Car), 130.98 (Car), 130.70 (Car), 129.17 (Car), 128.88 
(Car), 128.24 (Car), 125.43 (C=C), 124.59 (Car), 120.71 (Car), 
118.94 (Car), 115.89 (Car).

(B7) 13C NMR (101 MHz, DMSO) δ 187.06 (C=O), 
159.91 (C-OH), 152.14 (Car), 148.75 (Car), 142.28 (Car), 138.44 
(C=C), 135.08 (Car), 134.59 (Car), 133.71 (Car), 130.98 (Car), 
130.68  (2Car), 129.41 (Car), 128.96  (2Car), 125.44 (C=C), 
122.39 (Car), 120.66 (Car), 118.83 (Car), 115.90 (Car).

(B8) 13C NMR (101 MHz, DMSO) δ 187.10 (C=O), 
159.92 (C-OH), 157.14 (Car), 152.17 (Car), 148.76 (Car), 142.29 
(Car), 138.48 (C=C), 138.15 (Car), 134.59 (Car), 133.70 (Car), 
130.99 (Car), 130.68  (2Car), 129.41 (Car), 128.95  (2Car), 
125.45 (C=C), 122.42 (Car), 120.53 (Car), 118.84 (Car), 115.90 
(Car).

(B9) 13C NMR (101 MHz, DMSO) δ 187.18 (C=O), 
159.84 (C-OH), 159.64 (Car), 152.11 (Car), 148.71 (Car), 143.74 
(Car), 138.41 (C=C), 136.11 (Car), 134.60 (Car), 130.93 (Car), 
130.69 (Car), 129.92 (Car), 129.48 (Car), 125.39 (C=C), 121.93 
(Car), 121.64 (Car), 120.65 (Car), 118.76 (Car), 116.55 (Car), 
115.86 (Car), 113.62 (Car), 55.31 (Car).

(B10) 13C NMR (101 MHz, DMSO) δ 187.14 (C=O), 
159.80 (C-OH), 152.17 (Car), 148.75 (Car), 143.84 (Car), 140.69 
(Car), 138.44 (C=C), 134.52 (Car), 132.01 (Car), 130.97 (Car), 
130.69 (Car), 129.61 (Car), 129.56  (2Car), 129.01  (2Car), 
125.41 (C=C), 120.59 (Car), 120.46 (Car), 118.80 (Car), 115.91 
(Car), 21.15 (CH3).

(B11) 13C NMR (100.2 MHz, CDCl3) δ 187.65 (C=O), 
156.88 (C-OH), 151.03 (Car), 149.38 (Car), 145.20 (Car), 144.31 
(Car), 136.41 (C=C), 135.20 (Car), 134.93 (Car), 131.21 
(Car), 130.86 (Car), 130.65 (Car), 129.17 (Car), 129.05 (Car), 
128.72  (2Car), 125.69 (C=C), 121.06 (Car), 119.35 (Car), 
116.50 (Car).

(B12) 13C NMR (101 MHz, CDCl3) δ 187.60 (C=O), 
156.89 (C-OH), 151.03 (Car), 145.30 (Car), 136.43 (C=C), 
135.24 (Car), 134.97 (Car), 134.60 (Car), 133.50 (Car), 132.42 
(Car), 131.29 (Car), 131.09 (Car), 130.66 (Car), 129.05 (Car), 
128.96 (Car), 128.85 (Car), 127.98 (Car), 127.63 (Car), 126.98 
(C=C), 125.71 (C=C), 123.82 (Car), 121.10 (Car), 119.38 (Car), 
116.52 (Car).

C. Molecular Docking
Drug molecules’ interactions with proteins can be seen 

using molecular docking. The goal of molecular docking 
calculations is to predict which mode of interaction between 
a given protein and ligand is most likely. These results are 
shown in Table II formerly known as C30 endopeptidase or 
3-chymotrypsin-like protease, and the primary protease found 
in coronaviruses is referred to as 3C-like protease (3CLpro) 
or main protease (Mpro). It breaks down eleven conserved 
sites on the coronavirus polyprotein. It is a cysteine protease 

and a member of the PA clan of proteases. At its active site, 
it has a cysteine-histidine catalytic dyad that cleaves a Gln-
(Ser/Ala/Gly) peptide bond (Ahmad, et al., 2021).

This family is known as the SARS coronavirus main 
proteinase, according to the Enzyme Commission. 
Nonstructural protein 5 (nsp5) of the coronavirus is 
correlated with the 3CL protease. The 3C protease (3Cpro), a 
homologous protease present in picornaviruses, is denoted by 
the letter “3C” in the common name. There are two hydrogen 
bonding (H. B.) links between compound B2 and the protein. 
The two bonds link with the active sites THR 111 and HIS 
246 of the protein. Compound B3 forms only one H.B. 
link with the active site HIS246 of the protein. Compound 
B4 interacts with the residues of the protein’s active sites, 
GLN 110 and HIS 246 to form two linkages. Compound 
B5 interacts with the residues of the protein’s active sites, 
PRO108, THR 111, and HIS 246 to form three links, which 
are shown in Fig.  3a. These three interactions provide 
evidence of the higher activity of compound B5 toward the 
protein. Compound B6 is linked with the protein’s active sites, 
ARG298 and ALA7 by two H. B. Compound B7 linked with 
protein’s active sites, GLN110 and HIS 246 through two H. 
B. Compound B8 linked with protein’s active sites, GLN110 
and HIS 246 by two H. B. Fig. 3b. Compound B9 forms two 
H. B. connections with the protein residues in their active 
sites GLN110 and HIS 246. Compound B10 establishes three 
connections with the protein residues GLY15, GLY120, and 
GLY71 in the active site. These three interactions provide 
evidence of the higher activity of compound B10 like 
compound B5 toward the protein. Compound B11 linked with 
protein’s active sites, SER158, LYS102 by two H. B. Finally, 
the compound B12 establishes three H. B. connections with 
the active site residues of proteins ASN 151, THR 111, and 
PRO 108. Furthermore, these three interactions provide 
evidence of the higher activity like compounds B5 and B10. 
The results of molecular docking scores for synthesized 
compounds in Table II showed that the best compounds with 
higher binding ability were B5 and B8 because they had a 
high docking score (ΔG −6.235 kcal/mol) and (−5.832 kcal/
mol), respectively (Mohamed, Mahmoud and Refaat, 2020). 
Although compound B8 had two H. B.s, it shows a high 
docking score. It is worth mentioning that, compounds B10 
and B12 each had three H. B.s with protein, but they showed 
lower activity than B5 and B8 due to the low docking scores 
(ΔG −5.654 kcal/mol) and (−5.364 kcal/mol) of B10 and 
B12, respectively.

IV. Conclusion
The synthesis of novel azo and azo chalcones (B1-B12) was 
performed. All the synthesized compounds were completely 
identified by FTIR (ATR) and NMR. The 1HNMR spectrum 
shows significant doublet peaks of the AB system at 8.18–
7.3 ppm with J coupling at 15.60 Hz for all compounds except 
B2 and B6 at 15.20 Hz whereas 13C NMR appears with two 
significant peaks at 136–145 and 125.41–125.93 ppm for two 
carbons of C=C. All these compounds were evaluated for 
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antiviral potential against SARS-CoV-2 3CL. Among them, 
compounds B5 (ΔG −6.235 kcal/mol) and B8 (ΔG −5.832 
kcal/mol) showed more potential activity or binding ability 
toward the virus.
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Abstract—In cyber security, the most crucial subject in 
information security is user authentication. Robust text-based 
password methods may offer a certain level of protection. 
Unfortunately, extensive use of strong passwords is barely feasible 
since people who use them tend to write them on paper or store 
them in a computer file. Many computer systems, networks, 
and internet-based environments have tried adopting graphical 
authentication methods in the past few years for user identification. 
It is significant to note that security and usability are the two main 
attributes of all graphical passwords. Unfortunately, none of these 
methods can effectively solve both of these issues at the same time. 
The aspects of the discussion included the ISO usability standards 
and characteristics of graphical user authentication and possible 
pre-attacks on 19 recognition-based authentication systems. In the 
current analysis, the differentiation table of attack patterns for 
all recognition-based techniques is revealed. Finally, the nineteen 
methods’ positive and negative aspects were explained in a detailed 
table.

Index Terms—Graphical Password, Graphical User 
Authentication, ISO usability, Possible attacks, Recognition, 
Security.

I. Introduction
Information security refers to the practices, technologies, 
and processes designed to protect sensitive information from 
unauthorized access, use, disclosure, disruption, modification, 
or destruction. This includes protecting information in 
various forms, such as electronic, physical, or verbal, from 
threats, vulnerabilities, and risks, Encryption is the process 
of converting plaintext (readable data) into unreadable 
ciphertext to protect it from unauthorized access. This is 
done using an encryption algorithm and a secret key. The 
utilization of alphanumeric passwords has traditionally been 

employed to ensure the authenticity of a user. Many people 
tend to remember visuals more easily than text; graphical 
authentication has been suggested as a potential replacement 
for text-based authentication (Farid, et al., 2021). Despite the 
availability of alternative identification techniques, such as 
biometrics and smart card technology in the present time, it is 
highly likely that the password system will remain dominant 
due to the concerns surrounding dependability, privacy, 
simplicity of use, and security associated with alternative 
methods (Siddiqui, et al., 2018; Latee, et al., 2023). The 
majority commonly used method for authenticating a user 
within a system is the textual password. This method is 
currently commonly used for user authentication in computer 
systems, internet-based contexts, and networks (Gao, et al., 
2010; Nagothu, et al., 2019; Furkan, Ant and Stephen, 2006). 
However, the vulnerabilities of this approach are widely 
recognized. Most passwords can be easily guessed or cracked. 
For example, the dictionary attack is a frequently employed 
method for hacking into an alphanumeric password (Susan, 
et al., 2005). This attack is highly efficient, as it requires 
minimal time to uncover the user’s password (Amna, Kenz 
and Wafa, 2021; Leon and Boštjan, 2020). Moreover, another 
shortcoming of this strategy is the challenge of maintaining 
password memory. Recent studies have demonstrated that 
humans have a limited capacity to remember multiple 
passwords (Zhao and Li, 2007; Lashkari, et al., 2011). An 
inherent challenge with alphanumeric passwords is that users 
must recall them when logging into systems where they have 
been employed. Nevertheless, humans frequently forget their 
passwords, especially if they are not used continuously. As a 
result, people frequently write down their passwords or choose 
readily guessed passwords, such as the names of their pets, 
close friends, or birthdays (Nicholas, Andrew and Robert, 
2012). Another form of password strategy that has been 
proposed for many security systems is the graphical password 
technique. Graphical passwords are potentially simpler to 
recall and offer enhanced security in contrast to conventional 
alphanumeric passwords, as they leverage humans’ ability 
to memorize and recall images more effectively (Erlich and 
Zviran, 2009).

This methodology was devised to tackle the challenges 
linked with traditional passwords utilizing alphanumeric 
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structures. It not only enhances memorization and user-
friendliness but also offers enhanced security (Lazar, et al., 
2011; Biddle, Chiasson and Oorschot, 2012). Grounded 
on the premise that individuals possess superior image 
retention abilities in comparison to numbers and words and 
that a single image carries more significance than multiple 
passwords, both software firms and behavioral scientists 
appear to endorse this methodology (Komanduri and 
Hutchings, 2008). Searchmetric or Cognometric systems, also 
referred to as Recognition-Based systems, necessitate users 
to memorize and recognize image collections when setting 
passwords, and subsequently (Constantine, et al., 2023), 
when logging in, and detecting images among distractors. 
Put differently, in the Recognition-Based approach, users are 
shown a series of images, and validation is accomplished by 
recollecting and picking out the designated image during the 
initial enrollment phase. Diverse categories of images are 
employed by the proposed recognition-based systems, such 
as symbols, abstract art, facial features, and common objects 
(Gao, et al., 2010).

A graphical password, also known as an image-based 
password or pictorial password, is a password scheme that 
uses an image, logo, or gesture instead of or in addition to 
text to verify an identity or validate authentication. However, 
due to the limited implementation of recognition-based 
graphical password systems, the vulnerabilities associated 
with these schemes are not yet fully comprehended. In 
general, the current techniques employed in recognition-
based graphical passwords are still in their nascent stage. 
Extensive research and user studies are imperative to 
enhance the maturity and utility of these techniques. This 
study encompasses a comprehensive investigation into the 
existing recognition-based graphical password scheme, 
evaluating both its strengths and weaknesses (Komanduri and 
Hutchings, 2008). Moreover, it analyzes and identifies the 
usability characteristics and potential threats to recognition-
based graphical passwords. In addition, a comprehensive and 
comparative evaluation of the usability attributes, attacks 
that occur and the pros and cons of each of the various 
recognition-based graphical password techniques are listed, 
aspects that have not received sufficient attention in prior 
studies (Brostoff and Sasse, 2000).

II. Schemes Based on Recognition
This section enumerates and elucidates a selection of 

recognition-focused frameworks that were examined from the 
years 2000 to 2023, emphasizing their limitations.

A. The Passface Scheme
In 2000, the Passface scheme was developed by the Real 

User Corporation (Brostoff and Sasse, 2000). A  commercial 
product known as Passfaces was introduced by the Real User 
Corporation, based on the premise that individuals possess 
superior memory retention for faces as opposed to other 
types of images. Users of Passfaces are required to choose 
a human face from a collection of nine options, where only 

one face is recognizable to them while the rest function as 
distractors. This iterative process continues until all four faces 
are correctly identified. A  comparative analysis of Passfaces 
passwords indicated that users exhibited greater ease in 
remembering Passfaces in contrast to text-based passwords. 
Moreover, users displayed significant susceptibility to factors 
such as the characteristics of the faces used, such as their 
ethnicity, gender, and attractiveness (Sabzevar and Stavrou, 
2008). As a result, the predictability of Passfaces passwords 
could potentially be compromised. One potential resolution 
to this challenge is the random assignment of faces to users, 
although this approach would heighten the difficulty for 
users to memorize their passwords. Furthermore, the use of 
Passfaces for login and registration processes can be time-
consuming in comparison to text-based password systems. 
Further studies were conducted to assess the security 
features of PassFaces, particularly its susceptibility to social 
engineering threats where hackers attempt to manipulate users 
into revealing their chosen image (Khan, Din and Almogren, 
2023; Levin, 2000). This study revealed that if a decoy 
image is carefully chosen to resemble the user’s selection, it 
is not possible for another individual to accurately enter the 
password solely based on the description of the image they 
have heard in the Fig. 1.

B. Déjà vu Scheme
This strategy, which was introduced in 2000, allows 

consumers to choose a predetermined number of photographs 
from a big portfolio. The images were created using random 
art, one of the hash visualization algorithms, because the 
designer wished to lessen the possibility of a description 
attack. The color value of each pixel in the image is defined 
by a random mathematical formula that is generated when 
one initial seed is provided. One random abstract image will 
be the result, as seen in Fig.  2. Since the image is solely 
dependent upon only a seed are must be kept on the trusted 
server; it is not required to retain the images pixel by pixel 
for the first seed. The user must successfully navigate a 
difficult sequence of photos during the authentication step, 
some of which are spoof images mixed in with his portfolio. 

Fig. 1. Passface Scheme by Brostoff and Sasse.
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The user will be verified if he or she is able to successfully 
select their whole portfolio (Rachna and Adrian, 2000).

There are various issues with this approach. First off, 
it takes the user more than 60 s to create a portfolio using 
this method a longer period than it takes to create a text 
password which is 25 s. Compared to using a text password, 
the login process using this method takes the user longer 
(Khan, Din and Almogren, 2023). However, the user may 
find the procedure of choosing an image from the database 
to be time-consuming and laborious. The requirement to save 
the seeds in each user’s plain text portfolio image could be 
another disadvantage (Nagothu, et al., 2019).

C. Triangle Scheme
A group presented the Triangle algorithm in 2002, and it 

produced numerous techniques that can thwart a shoulder 
surfing attack. Triangle, their initial scheme, is depicted 
in Fig.  3. Using this strategy, a set of N objects that could 
number in the hundreds or thousands is randomly displayed 
on the screen by the system. A  subset of K previously 
selected and memorized objects are also present. Stated 
otherwise, these K objects represent the user passwords.

The user must locate three of its password objects, then 
click inside the invisible triangle formed through these three 
objects, or click inside a convex hull of the displayed scroll 

objects, after a system randomly selects a placement object N 
after login. In addition, this task is replayed several times for 
each login, utilizing different displays for some N objects. As 
a result, there is very little chance that you will coincidentally 
click in the right area in each task (Sobrado and Birget, 2002).

There are various issues with this approach. To make 
this method resistant against shoulder surfing attacks, the 
method’s designer recommended using one thousand objects 
throughout the login process. However, the use of so many 
objects makes the display extremely congested and the objects 
themselves nearly indistinguishable. On the other hand, 
employing fewer objects will result in a smaller password 
space and a larger convex hull (Nagothu, et al., 2019).

D. Movable Frame Scheme
This model was created in 2002 using the same designers 

and based on the same concepts and presumptions as a 
triangle scheme. Using this method, the user has to find three 
things out of K; these three objects are their passwords. As 
Fig.  4 illustrates, only three pass objects are ever exhibited 
at once, and only one of those things is ever housed in a 
movable frame.

To align the password object is on the frame with the other 
two pass objects, the user must drag the mouse around the frame 
and the objects inside it during the login process. The process is 
carried out several times to reduce the possibility of the frame 
being moved at random (Rachna and Adrian, 2000). Due to the 
excessive number of objects, this approach has the disadvantage 
of being a tedious, complicated, and time-consuming process, 
this schema has used in some applications as
1.	 Robotics: The scheme is used to model and control robotic 

arms, humanoid robots, and other complex robots.
2.	 Computer vision: The scheme is used to track moving objects 

and estimate their trajectories.
3.	 Biomechanics: The scheme is used to model and analyze 

human movement, including gait analysis and motion 
simulation (Furkan, Ant, and Stephen, 2006).

E. Picture Password Scheme
This algorithm was created in 2003 specifically for 

handheld devices such as PDAs (personal digital assistants). 
Fig. 2. Déjà vu Scheme by Rachna and Adrian.

Fig. 3. Triangle Scheme by Sobrado and Birget. Fig. 4. Moveable Frame Scheme Furkan, Ant and Stephen.
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As illustrated in Fig. 5, a user registers a series of thumbnail 
images that will be used as a password in the future after 
choosing a theme that indicates the thumbnail photos to be 
applied. The user needs to enter the currently enrolled image 
sequence for verification on turning on the PDA to access the 
device. On successful authentication, the user has the option 
to modify their password and choose an alternative theme or 
sequence.

The password space is deemed small because there 
is a 30-photo limit on thumbnail images. Therefore, the 
designer included a second way to choose the thumbnail 
item to guarantee that a password space is equivalent to the 
alphanumeric. In addition to choosing individual thumbnail 
components as previously, it is also possible to choose two 
thumbnail items together to create a new alphabet item. 
Previously, this was accomplished by using a shift key on a 
conventional keyboard to pick uppercase or special letters; 
however, in this case, each thumbnail item acts as a shift 
key for all other items, including it. The password space 
increases from thirty to nine hundred and thirty items with 
this modification, which is comparable to the 95 printable 
ASCII characters that are accessible from a conventional 
keyboard. However, doing so will increase the complexity 
and difficulty of the generated password’s memorability 
(Jansen, et al., 2003). This model’s disadvantage is that the 
shift key adds complexity and difficulty to the algorithm.

F. Where is Waldo (WIW) Scheme
This algorithm was presented by Man, et al. as a technique 

for making graphical password shoulder surfing resistant 
in 2003. Every image in this algorithm has been given a 
distinct code. As illustrated in Fig.  6, the user is presented 
with multiple scenes during authentication, each containing 
multiple password objects and multiple decoy ones. The user 
will input the code string that corresponds to his password 
since every password object has a distinct code. Even if the 
complete authentication procedure is recorded; it is extremely 
difficult for a shoulder surfer to crack this type of password. 
Users still need to commit the code to memory for every 
password object variation when using this method, though. 

In the event that four photos are presented, each with four 
variations, the user must commit sixteen codes to memory.

The disadvantage of this approach is that it is cumbersome 
for the user to memorize all case-varying passwords, 
even though the password objects offer some clues for 
remembering the codes (Tu, Dahai and Yun, 2021).

G. Story Scheme
The story concept from 2004 divided the pictures that were 

accessible into nine categories: vehicles, women, food, animals, 
kids, men, objects, nature, and sports. To create an easily 
remembered story, users must choose their passwords from a 
mixed picture of nine different categories, as seen in Fig.  7. 
Some people employed this technique without coming up with 
their own narrative (Darren, Fabian, and Michael, 2004).

According to this study, remembering the story scheme 
was more difficult than using Passface authentication.

H. Jetafida Scheme
This approach was introduced in 2008 in an attempt 

to compile all the usability features such as design and 
layout acceptability, ease of use, ease of creation, ease of 
memorization, and ease of learning into a single algorithm. 

Fig. 5. Picture Password Scheme by Jansen, et al.

Fig. 6. Man et al. Scheme by Tu, Dahai and Yun.

Fig. 7. Story Scheme by Darren, Fabian, and Michael.
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As illustrated in Fig. 8, the user will choose three images as 
a password during registration and arrange them in the order 
he desires during the login process.

To improve usability during the login process, the user’s 
password will be combined with seventeen-colored graphics. 
Thirty or so individuals use the trial version. They stated 
that 53% of users thought the design and screen layout were 
appropriate, 40% thought the algorithm was easy to use, 50% 
thought it was easy to create, 55% thought the new algorithm 
was easy to memorize, and 57% of users agreed the algorithm 
is easy to learn (Ali and Norafida, 2008). Since the method 
is so young, no survey has yet found a unique disadvantage.

I. WYSWYE (“Where You See is What You Enter”) Scheme
Khot, Kumaraguru, and Srinathan (2012) presented a secure 

scheme to counteract shoulder-surfing attacks in recognition-

based graphical passwords (Khot, Kumaraguru and Srinathan, 
2012). The technique utilized the WYSWYE scheme, as 
shown in Fig. 9 which requires users to select image-based 
password patterns from an image grid and replicate them on 
another grid. WYSWYE symbolizes on “Where You See (the 
password) is What You Enter (the position)”. This scheme, 
based on the concept of tabular reductions and identification 
of patterns, is both straightforward and efficient. It involves 
identifying the pattern of N password images within an 
M×M grid and mapping them onto an independent N×N grid. 
During the login process, the Challenge grid is displayed next 
to an empty, randomly generated image grid created by the 
system, which consists of the M×M grid with N password 
pictures and M2-N decoy pictures. However, the users do not 
directly interact with this grid. Instead, they use a distinct 
N×N grid called the Response grid, which is positioned on 
the right-hand side of the screen, to enter their input. To 
successfully log in, the users need to accurately recognize 
the patterns of the password images and replicate them in the 
Response grid.

J. Ho et al.’s Scheme
In 2014, Ho et al. introduced an approach (Ho, et al., 

2014) that permits the challenge set’s input to consist of both 
registered and decoy images. The user must register multiple 
photos during the registration process. The order of the 
registered photographs must be retained by the user. Using 
the initial picture, the cued image, and the suggested method, 
a pass-image is produced during the authentication process. 
The initial image marked at the start and the prompted image 
corresponds to the first and second images that have been 
registered, respectively. The pass-image is then obtained by 
applying the suggested technique. The user must decide if the Fig. 8. Jetafida Scheme by Ali and Norafida.

Fig. 9: Where You See is What You Enter (WYSWYE; adapted from Nagothu et al.) user interface by Khot, Kumaraguru, and Srinathan. (a) Users must 
mentally cross out each row and column from the challenge grid that doesn’t have the password images in this example, an apple, a dog, ice cream, and 

television. (b) Users must determine where the password images are located in the grid with less challenge. (c) Users must click where the password 
images are located in the response grid. (d) Sample notations that are used in the challenge and respond grids to highlight WYSWYE’s shortcomings.
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cued picture is on half the imaginary line in the suggested 
technique. The amount of offset is determined at one in 
the event that the cued picture is not on half the imaginary 
line. The pass-image is therefore the picture that follows the 

beginning image immediately along the imaginary half-line. 
It is necessary for the user to verify whether the cued picture 
is the final image on the half imaginary line if it is on it. The 
highest offset is used if the cued picture is not the final image 
on the hypothetical half-line. Consequently, the pass-image 
is last picture along the hypothetical half-line (Por, Ku 
and Ang, 2019). The quantity offset is lowered by one if 
the cued picture appears last on the hypothetical half-line. 

Fig. 10. The Gokhale and Waghmare system’s user interface by Gokhale 
and Waghmare.

Fig. 11. The system’s user interface by Por, et al.

Fig. 12. The system’s user interface by Sun, et al.

Fig. 13. Displaying an alphanumeric characters registration screen by 
Nizamani, Hassan, and Shaikh.

Fig. 14. Registration screen with visual representations by Nizamani, 
Hassan, and Shaikh.

Fig. 15. The first stage of login verification by Li, et al. (a) Primary 
interface. (b) The system passes implicitly “8,T” as a user login indicator.

ba
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Consequently, the pass-image is the picture that comes before 
the final image along the hypothetical half-line. The identical 
procedure is utilized to identify the next pass-image; the only 
differences are that the cued picture is the second registered 
image and the beginning image is the current pass-image. 

Up until the last pass-image is achieved, this procedure is 
repeated. The user must click the last pass-image to log in.

This technique can stop direct observation attacks, suggests 
(Ho, et al., 2014). Nevertheless, the system is susceptible 
to reverse engineering assaults when numerous sessions are 
videotaped (Por, Ku and Ang, 2019). Attacks using reverse 
engineering take advantage of the constancy of the registered 
photos utilized in a challenge set. One way to conduct a reverse 
engineering attack is to exclude certain images that are not 
possible to be the final cued image. By determining the final 
beginning image or eliminating more photos, an attacker can then 
get the remaining registered images. As a result, attackers can 
identify the registered photos and log in using those identities.

K. Gokhale and Waghmare’s Scheme
A graphical password technique was presented by Gokhale 

and Waghmare in 2016 (Gokhale and Waghmare, 2016). A user 

Fig. 17. Select 2-digit secret number and one secret image by Kausar, et 
al.

Fig. 18. Select arithmetic operation, secret position, and security question 
by Gao, et al.

Fig. 16. Aligned over the first click point (Rajarajan and Priyadarsini). 
(a) User’s password image. (b) Click points chosen by user indicated by 

circles. (c) Image presented with grid of alphabets. (d) Secret token ‘GC’.

dc
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Fig. 19. Selection of verification grids and password path in registration 
phase.

Fig. 20. Multi-Factor Authentication Scheme. (a) Image loading screen. 
(b) The Image upload screen once the user has uploaded nine images by 

Kausar, et al.
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must register multiple photographs from a set of 25  images 
during the registration process. It is required that the user 
register a minimum of six photographs, and the total number 
of images registered must be even. The order of the registered 
photographs must be retained by the user. The selected 
registered photographs are shown on a panel for the user’s 
convenience. However, these pictures will vanish in 5 s. The 
user must then select a question from the pool of questions. 
There is a number assigned to each question. The user is needed 
to enter a place as the response to the question after choosing 
it. To help the user remember the chosen place, the user has 
the option to pick one of the 25 backdrop images provided by 
the system or upload their own image from local storage. Three 
locations must be registered by the user, and each place needs 
to be connected to a question. The user must use the registered 
photos to get multiple pass-images during the authentication 
process. Row information from the first registered image and 
column information from the second registered image are 
utilized to calculate the position of the first pass-image. The 
first pass-image is the intersection image. For every pair of 
registered photos, this procedure is repeated. Subsequently, 
the three sets of recorded questions are shown to the user at 
random. During registration, the user must click on the places 
linked to the questions to respond to them as shown in Fig. 10.

This technique is simple to implement and can stop shoulder-
surfing attacks, claims (Gokhale and Waghmare, 2016). 
Attackers can readily shoulder-surf the clicked spots, though, 
because the locations are set (Islam, Por and Othman, 2019). 
In addition, after making several observations, the attackers can 
remove the registered photographs. This indicates that shoulder-
surfing assaults can still be made against this scheme.

L. Por et al.’s scheme
A technique utilizing digraph substitution rules was 

presented by Por, et al. (2017). The user must register two 
photos throughout the registration process. After that, to log 
in using the first or second pass-image, the user must register. 
The user must choose a pass-image during authentication to 
log in utilizing digraph substitution rules as shown in Fig. 11.

This strategy can stop shoulder-surfing attacks, according 
to Por, et al. (2017). Nonetheless, through numerous 

shoulder-surfer sessions, attackers can simply track the 
clicked photos and gather details regarding the registered 
images provided they are aware of the underlying technique 
(Khot, Kumaraguru and Srinathan, 2012).

M. Sun et al.’s scheme
In 2018 (Sun, et al., 2018), Sun et al. presented PassMatrix, 

which makes advantage of the picture discretization algorithm, 
as shown in Fig. 12. The registration process requires the user 
to choose many photos. Every choice has a corresponding 
letter on the horizontal bar and a corresponding number on 
the vertical bar. For every pre-selected puzzle, the user must 
move the letter to the column on the horizontal bar and the 
number to the row on the vertical bar. This procedure is 
iterated for every chosen image. The first chosen image’s 
random problems are then displayed. Every problem has a 
number at the vertical bar and a letter at the horizontal bar. 
For every pre-selected puzzle, the user must move the letter 
to the column on the horizontal bar and the number to the 
row on the vertical bar. Each chosen image undergoes this 
process once more.

This technique is capable of thwarting shoulder-surfing 
attacks, as per (Ho, et al., 2014). The fact that the problems and 
the chosen photos are fixed, however, leads us to conclude that 
this system is still susceptible to shoulder-surfing attacks. After 
several observations, an attacker may shoulder-surf the selected 
in advance puzzle in each of the chosen images to log in.

N. A Hybrid Textual-Graphical Authentication Scheme
In 2021, S. Z. Nizamani et al. introduced a hybrid 

authentication system that incorporates both text and graphic 
elements. This scheme encompasses a multitude of mechanisms 
to address the shortcomings of current security schemes. Both 
easy login and secure login represent two different types of 
password inputs that can be dynamically chosen within this 
framework. The primary goal of the methodologies used in this 
study is to create a harmonious balance between data protection 
and ensuring user convenience. Moreover, the framework 
includes a unique graphical style for password creation, which 
enhances memorability. Furthermore, it integrates a multi-
step verification process that focuses on the idea of one-time 
passwords (OTPs). Furthermore, this approach takes advantage 
of basic arithmetic operations to enhance security measures 
and assigns random numerical values to password components, 
organizing them in a randomized order (Nizamani, et al., 2021) 
as shown in the Fig. 13 and 14.

The efficiency of this framework was evaluated through its 
implementation and evaluation of its security flexibility against 
various cyber threats, in addition to its ease of use and ease 
of retrieval. Therefore, a comparison was made between the 
reliability and authentication speed of this approach and eight 
other authentication mechanisms (Nizamani, et al., 2021).

O. PinWheel Scheme
In 2021, PinWheel was presented by Li et al. as a login 

authentication system. This system combines graphical passwords 
with biometrics. In Fig. 15. each login using this new 

Fig. 21. The main part in IOS-9241.
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technique accompanies a unique challenge value that has 
been derived from the fixed bead chosen by the user at 
registration. To achieve a secure authentication, legitimate 
users have to enter this challenge value into the specific field 
to authenticate their identity. Developers can mitigate some 
types of attacks, such as shoulder-surfing, smudge attacks, 
and video analysis, by merging a local password with a text 
password. This effectively prevents unauthorized access to 
the user credentials. Furthermore, restricting login permeation 
for achieving reliable administrators, PinWheel combined an 
optional user feature-based authentication approach, for this 
end, improving the security of the device and protecting data 
privacy over an additional security layer.

PinWheel underwent rigorous testing against various 
attack scenarios to evaluate its security efficacy. The 
outcomes of these assessments were affirmative, signaling 
the resilience of the system. Furthermore, an extensive user 
evaluation of PinWheel was executed, gathering insights on 
long-term password retention and authentication duration 
from individuals who tested a trial version of PinWheel 
on their mobile devices. A  questionnaire was formulated 
to facilitate data collection in the latter phases of the trial. 
The findings of the investigation underscored the remarkable 
user-friendliness of PinWheel (Li, et al., 2021).

P. SelfiePass Scheme
The SelfiePass scheme, proposed by Rajarajan et al. in 

2021, presents a remedy for the susceptibility of graphical 
passwords in the presence of shoulder surfing threats. By 
allowing users to input click points on images without direct 
contact with the image cells, the scheme employs a grid 
consisting of permutations of two alphabets, accompanied by 
a secret token transmitted through headphones to guide users 
in selecting the click points as shown in Fig. 16.

During the process, the user manipulates the grid columns 
horizontally and vertically to position the secret token 
(password) on the designated column for the first click point. 
The system then determines the click point based on the 
token’s placement. This procedure is repeated for the entry 
of the second click point, ensuring that even if an attacker 
records a video of the authentication process, they are unable 
to ascertain the actual click points. In this manner, SelfiePass 
establishes a secure and resilient graphical password scheme 
for user authentication (Rajarajan and Priyadarsini, 2021).

Q. GRA-PIN scheme
In 2022, Kausar et al. presented a hybrid authentication 

approach for Smart Devices. This approach combines 
text and graphical-based techniques, requiring users to 
determine four distinct options to generate a password. The 
four selections of GRA-PIN consist of choose of two-digit 
numbers, choose one secret image, choose the swipe-up/
down position for arithmetic operation, and finally, choose 
the password position in the final four-digit PIN. In addition, 
the user is required to provide a secret answer in the event 
of forgetting the password as shown in Figs. 17 and 18. 
To enhance security against shoulder surfing, guessing, and 

camera attacks, a new password is generated each time the 
user logs in. Overall, this authentication technique offers 
enhanced reliability, security, and user-friendliness, all while 
maintaining usability and security (Kausar, et al., 2022).

R. VGMSGP Scheme
In 2022, Wang, et al. introduced a graphical password 

scheme as shown in Fig. 19 that amalgamates a verification 
grid and map slipping strategy to enhance the security 
and usability of the authentication process. During the 
authentication process, the user is mandated to manipulate 
the map to align every point on the password path within 
the predetermined verification grid. This particular approach 
thwarts shoulder-surfing attempts by complicating the task 
for malicious individuals in pinpointing the exact verification 
grid selected by the user. Across integrating the password 
pathway with the verification grid and employing the 
technique of map slipping, the system enhances the security 
of the authentication procedure and boosts the effectiveness 
of protecting against shoulder-surfing attacks by a range of 
37% to 56%. In addition, the utilization of the map slipping 
technique enhances the user-friendliness of passwords in the 
system, increasing it by 3% to 6%.

In addition, using a map slipping strategy, combined with 
representing password points as coordinates on the map, helps 
reduce the storage burden of the system. This scheme successfully 
achieves a harmonious balance between usability and security by 
incorporating a map-slipping strategy as a defense mechanism 
against shoulder-surfing attacks (Wang, et al., 2022).

S. Multi-Factor Authentication (MFA) Scheme
In the year 2023, Carrillo-Torres et al. put forward an 

innovative MFA mechanism as shown in Fig. 20 that relies 
on image recognition and user-established connections, 
thus eliminating the need for supplementary hardware 
and ensuring simplicity of use. The integration of textual 
and graphical elements within the suggested mechanism 
increases the password space, rendering it more resilient and 
impervious to security threats.

The process of authentication entails users discerning 
specific images from a collection of randomly chosen images 
and establishing a self-pre-configured relationship between 
two specific images. A  functional model of the suggested 
system was developed and deployed, and it underwent 
testing by users from various backgrounds. The algorithm 
underwent testing on users through the utilization of a mobile 
application available on both the Android and iOS platforms. 
The suggested system demonstrated a 100% accuracy 
rate in identifying and authenticating users, provided that 
authentication items and credentials have not been forgotten, 
and was discovered to be user-friendly and preferable to 
common MFA mechanisms (Carrillo-Torres, et al., 2023).

III. ISO Standard Usability
The biggest developer and publisher of international 

standards globally is the International Organization for 
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Standardization or ISO for short. As the ISO worked on 
developing methods for usability evaluation, it defined 
several models; however, none of these models was suitable 
for evaluating all the schemes. All the ISO techniques 
provide information on the method, its features and usability 
only in several cases. In this section, we shall be discussing 
about ISO 9241. The main part of IOS 9241 is the HERE 
(Human Ergonomics Requirements in Environment) part that 
Fig. 21. describes the user and environment requirements. 
(Ali and Norafida, 2008):
•	 Effectiveness: Describes the transactional level that entails 

how users engage with a process to achieve predetermined 
goals with great accuracy and detail. In other words, how 
effective the users are in using the system to complete the 
tasks meant to accomplish the laid down objectives.

•	 Efficiency: is the ratio of resources used to the accuracy 
and thoroughness with which users accomplish their 
objectives.

•	 Satisfaction: The absence of discomfort and favorable 
perspectives toward the product’s usage. Speaks of a user’s 
perspective or their feelings regarding the system they are 
using such as (Use the mouse or Pen simply, Some of the 
GUI qualities include: Easy generation of password, clear 
steps of registration and login, and attractive layout, among 
others (Muhammad, et al., 2015). Thus, Table I shows the 
comparative usability of the graphical schemes used above 
methods was attained.

Table I collected all of the effectiveness, efficiency, and 
satisfaction usability attributes. Then, the characteristics of 
each one of them are created based on previous research. 
For example, using the mouse makes the user more satisfied 
compared to using the keyboard. Thus, it turned out that the 
methods mentioned 1, 2, 3, 4, and 19 received the property 
of effectiveness but did not receive efficiency. It was also not 
pointed out that the researcher actually employs it in real-
life situations. In regards to methods 13, 14, 15, 16, and 
17, they managed to satisfy the effectiveness characteristic, 
furthermore, they are utilized in the real world with a 
different satisfaction characteristic.

IV. Possible Vulnerabilities in Systems for Graphical 
Passwords Based on Recognition

In the subsequent section, an extensive investigation into 
the potential assaults on recognition-based graphical password 
methods has been carried out and the assaults have been 
recognized and ascertained. The potential assaults have been 
correlated to the recognition-based schemes. The potential 
assaults have been categorized into four types of assaults, 
spyware, guessing, shoulder surfing, and SQL injection. 
These represent the current active assaults on recognition-
based schemes (Khodadadi, et al., 2016; Xiaoyuan, Ying and 
Scott, 2005).
•	 Spyware attack
	 This is a specific type of attack where sensitive data are first 

recorded on the user’s machine through the installation of 

software tools. The malware records every key or mouse 
movement, unbeknownst to the user, and then transmits 
the recorded data outside of the computer. However, it 
is generally not possible to use key listening spyware or 
key logging alone to crack graphical passwords, as the 
effectiveness of mouse spyware in this regard has not been 
proven. Even if mouse tracking is successfully captured, it 
is insufficient to discover and crack the graphical password. 
Further information, including window size and position, as 
well as timing information, is required to fully exploit this 
specific threat.

•	 Guessing attack
	 Users typically determine their passwords based on 

personal information such as the names of their pets, 
passport numbers, and last names. In response, hackers 
employ password guessing techniques to attempt to deduce 
passwords by trying out various possibilities. Password 
guessing attacks can be sorted into two primary forms: 
offline dictionary attacks and online password guessing 
attacks. In an offline dictionary attack, the attacker widely 
looks up the password by manipulating the inputs using 
one or more oracles tools. On the other hand, in an online 
password guessing attack, the attacker attempts an already 
guessed password by manipulating the inputs using one or 
more oracles tools. However, it seems that even graphical 
passwords can be easily guessed, similar to textual 
passwords.

•	 Shoulder surfing attack
	 Shoulder surfing is the practice of attackers discovering 

users’ credentials by either direct observation or external 
recording using video cameras while the actual user 
computes the information. Shoulder-surfing becomes 
extremely dangerous when attackers are able to pinpoint 
the precise location of users and make use of surveillance 
equipment and high-resolution cameras with telescopic 
lenses. While this poses a greater risk in a private setting, 
it is especially problematic in a public one. Most graphical 
passwords are susceptible to shoulder surfing, much like 
text passwords. There are now just a few recognition-
based methods available to address the problem of 
shoulder-surfing. Table II demonstrates the comparative 
schemes based on recognition, in response to prevalent 
attacks.

As we can see in this table three schemes named, Ho 
et  al.’s, Gokhale and Waghmare and PassMatrix do bad 
provide resistance against spyware attacks, guessing attacks, 
and shoulder surfing. For Por et al., A Hybrid Textual-
Graphical Authentication and GRA-PIN provide resistance 
against spyware attacks in a good level, guessing attacks, 
and shoulder surfing. However, each method in the above 
table is not against SQL inject attack, for any attacker can 
enter the database and steal all information as passwords 
that must in future work design approach against this. In 
Table III, the most important positive and negative aspects of 
the mentioned recognition-based methods will be reviewed 
(Adebimpe, et al., 2023).
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TABLE II
The Attacks on Recognition _Based Schemes

Ref Recognition _Based Schemes Spyware Attack Guessing Attack Shoulder Surfing Attack SQL injection
1. Passface Scheme Bad Good Good Bad
2. Déjà vu Scheme Bad V.Good V.Good Bad
3. Triangle Scheme Bad Good Bad Bad
4. Movable Frame Scheme Bad V.Good Bad Bad
5. Picture Password Scheme Bad Good V.Good Bad
6. Where is Waldo (WIW) Scheme V.Good Bad Bad Bad
7. Story Scheme Bad Good Bad Bad
8. Jetafida Scheme Bad Bad V.Good Bad
9. WYSWYE Scheme V.Good Bad V.Good Bad
10. Ho et al.’s scheme Bad Bad Bad Bad
11. Gokhale and Waghmare scheme Bad Bad Bad Bad
12. Por et al. scheme Good Good V.Good Bad
13. PassMatrix scheme Bad Bad Bad Bad
14. A Hybrid Textual‑Graphical Authentication Scheme V.Good Good Good Bad
15. PinWheel scheme Bad V.Good V.Good Bad
16. SelfiePass scheme Bad Good Good Bad
17. GRA‑PIN scheme V.Good Good Good Bad
18. VGMSGP scheme Bad Bad V.Good Bad
19. Multi‑factor authentication (MFA) scheme V.Good V.Good Bad Bad
The “V.Good, Good” word refers to resistance to attack while the “Bad” word means that the technique is non‑resistance to attacks

TABLE III
A Summary of the Strengths and Weaknesses of the Chosen Recognition‑Based Schemes

Ref. Author Methodology Positive aspects Negative aspects Year
1. Brostoff and Sasse Passface Scheme Easy to use, create and recognize Because this system uses a keyboard or 

mouse to navigate across multiple faces, 
it may be vulnerable to guessing and 
shoulder surfing attacks

2000

2. Rachna and Adrian Déjà vu Scheme Reduce the chance of description attack During the login process, choosing 
an image from the database can be 
time‑consuming and laborious for the user

2000

3. Sobrado and Birget Triangle Scheme Can overcome shoulder surfing attacks Using this amount of objects makes the 
screen very crowded and the objects 
almost indistinguishable

2002

4. Sobrado and Birget Movable Frame Scheme Provides an additional layer of security, 
offers a unique and visually appealing 
authentication method

Unpleasant, confusing, and 
time‑consuming

2002

5. Bye Janesen Picture Password Scheme Suitable for handheld devices such as a 
Personal Digital Assistant (PDA)

Little password area because there are only 
thirty total images

2003

6. Man, et al. Where is Waldo (WIW) Scheme Shoulder surfing resistant. The user finds it difficult to remember 
all of the passwords in their various 
instances

2003

7. Davis, Monrose 
and Reiter

Story Scheme Easy to remember More complex to remember in comparison 
to Passface authentication

2004

8. Ali Mohamed and 
Norafida

Jetafida Scheme Ease of use, create,
Memorize and learn

Users may face additional difficulties in 
recalling and replicating their selected 
graphical passwords

2008

9. Khot, Kumaraguru 
and Srinathan

WYSWYE Scheme Possessed higher login success rates than 
typical unprotected recognition‑based 
graphical passwords, with no authentication 
failures, and were much more secure 
against shoulder surfing

Still susceptible to shoulder‑surfing attacks 
since, after several observations, attackers 
can filter out the bogus pictures and log in 
as authentic users

2012

10. Ho et al. Ho et al.’s Scheme Preventing the recurrence of analysis 
attacks

Because the recorded images used in the 
challenge set stay consistent, the system 
is susceptible to reverse engineering 
assaults when numerous sessions are 
video‑recorded

2014

11. Gokhale and 
Waghmare

Gokhale and Waghmare Scheme It can prevent shoulder‑surfing attacks and 
is easy to put into practice

Prone to repeated observations of attacks 
involving shoulder surfing (MOSSAs)

2016

12. Por et al. Por et al. Scheme SSAs can be mitigated without 
compromising the strength of the password

Not strong enough to withstand 
multi‑session observational attacks

2017

(Contd...)
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TABLE III
(Continued)

Ref. Author Methodology Positive aspects Negative aspects Year
13. Sun et al. PassMatrix scheme. To lessen the impact of the direct 

observation assault, use the login indication
Tolerant of potential compromises 
including numerous observations and 
video recording

2018

14. Nizamani et al. A Hybrid Textual‑Graphical 
Authentication Scheme

Provides better usability, its security 
against seven different security attacks

A High number of steps may affect the 
ease of use of the scheme, including login 
time
Not be suitable for all users and may not 
improve security in all scenarios

2021

15. Li et al. PinWheel scheme Prevent shoulder‑surfing attacks, smudge 
attacks, or video analysis attacks
PinWheel has good usability

Requires additional device support for the 
login authentication process, which limits 
its usability
Limitations in terms of convenience and 
user satisfaction

2021

16. Rajarajan and 
Priyadarsini

SelfiePass scheme Resistant to shoulder surfing attacks
Enhancing usability

The sources do not explicitly mention any 
vulnerability in the SelfiePass scheme

2021

17. Kausar, et al. GRA‑PIN scheme It is more reliable, robust, and user‑friendly 
for smart devices
Resistant for shoulder surfing, guessing, 
and camera attacks

The sources do not explicitly mention any 
vulnerability in the GRA‑PIN scheme 
but many future trends can enhance the 
security: for example, using a touch or 
fingerprint sensor, GPS, microphone, etc.,

2022

18. Wang et al. VGMSGP scheme Can effectively defend against 
shoulder‑surfing attacks and reasonable 
usability simultaneously
The use of Google Maps API helps to 
reduce the storage pressure of the system in 
a networked environment

Not resistant the strong shoulder‑surfing 
attacks, i.e., multiple camera recordings 
while users are logged in

2022

19. Carrillo‑Torres 
et al.

Multi‑factor 
authentication (MFA) scheme 

Not require additional hardware, making it 
cost‑effective and easy to implement
Easy to use and preferable over common 
MFA mechanisms

It may still face usability challenges in 
terms of user acceptance and ease of use
There may be failed authentication 
attempts because the user forgets the 
relationships between images

2023

V. Discussion
This investigation has brought to light the fact that 

various proposed graphical authentication schemes based on 
recognition have both advantages and disadvantages. It is not 
surprising that the majority of these schemes are intended 
to be memorable, as the primary objective of graphical 
passwords is to relieve the cognitive burden associated 
with textual passwords. The relationship between usability 
and security is commonly perceived as a trade-off, where 
enhancing one aspect tends to have a corresponding impact 
on the other.

Effective and safe graphical password schemes allow for 
passwords that are both easy to remember and complex 
enough to withstand attacks such as shoulder-surfing and 
spyware attacks. The procedure for logging in must be 
uncomplicated and efficient, as it is the most ordinary task 
performed by users of authentication systems. Our inquiry 
has proven this; memorability is a critical factor in login 
performance since it is the primary predictor of successful 
logins. The problem of remembering passwords over 
varying lengths of time and with varying login frequencies 
is addressed by memorability measures. While increasing 
memorability has been the main focus of research on 
graphical passwords, new usability issues have also surfaced. 
For example, it typically takes longer to authenticate using 
these methods. Users often complain that the procedure for 
logging in and creating a password are time-consuming, 

specifically when using recognition-based approaches. During 
registration, for instance, users must select pictures from a 
range of options.

In adopting the use of pass-images, during the 
authentication, users are required to scan through many 
pictures in a process that might turn out to be tiresome. 
Moreover, it is established that most users are ignorant about 
the graphical passwords and therefore, are not as flexible as 
the text passwords. Since text-based passwords are smaller 
in size as compared to graphical passwords, there is a clear 
indication that a lot of images are required to be stored 
within one database. The network transfer delay is another 
problem; this is mainly due to recognition-based techniques, 
which require the display of numerous images at every 
verification phase. The observed case on current schemes 
of visual passwords does not involve password modification 
or reset even though there is usually a requirement for such 
procedures when a password cannot be remembered.

VI. Conclusion and Future Research
This study has examined nineteen contemporary recognition-
based graphical password systems. The security and usability 
characteristics of these systems have been further analyzed 
and discussed in depth. Subsequently, comparative tables of 
algorithms based on recognition were constructed, focusing 
on usability aspects and potential security attacks. Ultimately, 
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it was observed that since the inception of graphical image 
authentication methods, researchers have continuously 
strived to introduce novel techniques or enhance existing 
ones, particularly aiming at improving usability and security. 
Regrettably, efforts to enhance usability often lead to a 
reduction in security measures, while prioritizing security 
compromises usability features. Table  II highlights that 
numerous recognition-based graphical password protocols, 
believed to be resilient against common attacks, such 
as shoulder-surfing, exhibit notable usability limitations, 
particularly in terms of prolonged login times, high 
success rates required for authentication, and issues with 
memorability, rendering them less practical for daily use. It is 
considered one of the most important types of attacks, SQL 
injection and the design of any model must be taken into 
account to avoid the attack and data theft, this challenge is 
particularly evident in recognition-based graphical password 
systems, where users are tasked with selecting specific images 
visible on the screen. Consequently, the design community 
faces the ongoing challenge of devising a method that 
effectively balances security and usability. Further research 
is warranted to substantiate the claim that individuals are 
more adept at remembering graphical passwords than textual 
ones, as existing user studies are scarce and inconclusive 
in supporting this assertion. Emphasizing the usability 
perspective, it is imperative to investigate the impact of using 
specific images as graphical passwords, assess the efficiency 
of proficient users, and identify common insecure practices 
users employ when creating graphical passwords.
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Abstract—Flexible job shop scheduling problem (FJSSP) is 
a complex and challenging problem that plays a crucial role in 
industrial and manufacturing production. FJSSP is an expansion 
of the standard job shop scheduling problem (JSSP). One of 
FJSSP’s objectives that the manufacturing system competing 
for is minimizing the makespan. This paper uses a new nature-
inspired metaheuristic optimization algorithm called the Apiary 
Organizational-Based Optimization algorithm (AOOA) to solve 
the FJSSP. This Algorithm simulates the organizational behavior 
of honeybees inside the apiary and translates their activities and 
vital processes during their lifecycle into phases that can solve 
such NP-hard problems. Two benchmark datasets, Brandimarte 
and Hurink, with 10 MK instances and 24 (edata, rdata, and 
vdata) instances respectively, were used to demonstrate the ability 
of AOOA to solve FJSSP. Moreover, the results of AOOA were 
compared with a set of state-of-the-art algorithms and statistically 
measured using the paired samples t-test and p-value, RPD, and 
group-based superiority statistical analysis to test its performance. 
AOOA outperformed Elitism GA, Enhanced GA, Improved GA, 
and MOGWO in solving all 10 MK instances and HICSA in solving 
9 MK instances out of 10. Moreover, AOOA overcame CS, CS-BNG, 
CS-ILF, CHA, and MCA in solving 24, 12, 12, 23, and 24 instances of 
edata, rdata, and vdata, respectively. AOOA proved its robustness, 
showing promising outcomes.

Index Terms—Apiary Organizational-Based 
Optimization Algorithm, Flexible job shop scheduling, 
Makespan, Metaheuristic nature-inspired.

I. Introduction
In the era of advanced technology and intelligence, time 
is important in manufacturing companies’ competition. 
Production systems’ scheduling is the means to utilize 

available resources and achieve more productivity in less 
time (Meng, et al., 2024). The flexible job shop scheduling 
problem (FJSSP) is an expansion of the standard job shop 
scheduling problem (JSSP) which was debuted by Burcker 
and Schlie in 1990 (Jiang, Yu and Chen, 2023). FJSSP is a 
more difficult nondeterministic polynomial hard (NP-hard) 
problem compared to JSP (Wang, et al., 2024). This is 
because every job operation can be allocated to more 
than one machine and might have variable processing 
times (Song, et al., 2022). FJSSP is a single objective and 
multiobjective based on the optimization problem and the 
aim of the researcher. Reducing the entire processing time, or 
makespan, is one of the most important objective functions.

The FJSS has significant applications and advantages that 
gained the researchers’ attention (Xie, et al., 2019). Some of 
these are: (1) Maximizing resource utilization by allocating 
machines, tools, and labor in the best possible way. 
(2)  Minimizing makespan or the total time needed to finish 
all tasks to maximize time efficiency. (3) Meeting client 
delivery criteria and deadlines by effectively scheduling jobs 
and resources. (4) Handling intricate production processes 
because jobs in such industries may involve several 
procedures and call for various resources at different times. 
(5) Scheduling systems are meant to be flexible to adapt to 
unexpected changes such as machine failures, urgent orders, 
and job priority shifting. and (6) Cost reduction via FJSS 
effective scheduling which not only saves cost but also 
enhances competitiveness.

Nature-inspired metaheuristic algorithms are commonly 
used to address NP-hard problems. The Organizational-
Based Optimization Algorithm (AOOA) proposed by 
Al-Sharqi, Al-Obaidi and Al-mamory (2024) is a new nature-
inspired optimization algorithm that takes its steps from 
the organizational behavior of honeybees inside the apiary. 
The contribution of this paper is to employ the concept 
of multiple populations of the apiary to solve the NP-
hard FJSSP and minimize the makespan using the AOOA. 
A  benchmark function of thirty-four instances distributed on 
four datasets was used to test AOOA’s ability to solve FJSSP. 
AOOA performance was compared with several well-known 

ARO-The Scientific Journal of Koya University 
Vol. XII, No. 2 (2024), Article ID: ARO.11609. 13 pages 
Doi: 10.14500/aro.11609 
Received: 28 April 2024; Accepted: 02 August 2024 
Regular research paper; Published: 24 August 2024 
†Corresponding author’s e-mail: Phd202110697@iips.edu.iq 
Copyright © 2024 Mais A. Al-Sharqi, Ahmed T. Sadiq and 
Safaa O. Al-mamory. This is an open-access article distributed under 
the Creative Commons Attribution License (CC BY-NC-SA 4.0).



� ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X

http://dx.doi.org/10.14500/aro.11609 � 95

metaheuristic algorithms and showed superiority in the 
results of scheduling time reduction (i.e., makespan).

The rest of this research is structured as follows. In Section 
2, the related works are reviewed. Problem definition and an 
elucidating example are discussed in Section 3. Section 4 
explains the AOOA used to solve FJSSP. In Section 5, the 
experimental results of FJSSP are presented and discussed. 
Finally, Section 6 concludes the key points of this work and 
highlights its possible future directions.

II. Related Work
Many metaheuristic algorithms were proposed to solve 

FJSSP. In FJSSP, time is the most crucial factor represented by 
makespan where the objective function is used to minimize it. 
As the proposed algorithm in this present research is inspired 
by the organizational behavior and lifecycle of honeybees in 
the apiary, there is no similar related literature. Accordingly, 
earlier works that were conducted to solve FJSSP are 
outlined here. Previous literature can be categorized into 
five groups based on natural operations; so many types of 
metaheuristic algorithms were proposed (Rajwar, Deep and 
Das, 2023). These algorithms can be categorized based on 
their underlying precept into four essential groups.

The first group can refer to evolutionary algorithms. They 
adopt Charles Darwin’s theory of natural selection or survival 
of the fittest individuals. These algorithms are population-
based such as Genetic Algorithms (GA), Differential Evolution 
(DE), Evolutionary Strategies (ES), Genetic Programming 
(GP), and Gene Expression Programming (GEP).

Xie and Chen, 2018) designed the elitism genetic algorithm 
(ELGA) that was paired with the elitism strategy in external 
memory to define inaccurate time quota as interval grey 
processing time. The proposed algorithm solved FJSSP by 
minimizing the interval grey makespan.

Saving energy through production scheduling is a 
complicated nonlinear programming problem in flexible 
manufacturing systems with resource flexibility and complex 
constraints. This led Dai, et al. (2019) to utilize intelligent 
scheduling techniques to reduce energy consumption. 
Accordingly, a multi-objective optimization model for FJSSP 
with transportation restrictions was developed to decrease 
energy usage and makespan. This was integrated with the 
enhanced genetic algorithm (EHGA) in which the results 
supported decision-makers in flexible manufacturing systems.

In another research study, an improved genetic algorithm 
(IGA) was proposed by (Zhang, et al., 2020). This was 
performed by combining the setup and transportation 
times with the processing time. This was to minimize the 
makespan time, total setup time, and total transportation 
time. The research introduced three various methods to 
improve the quality and diversity of the initial population. 
The crossover was improved by artificial pairing to keep 
reasonable solutions and improve poor solutions effectively. 
Furthermore, a method for adaptive weighting was executed 
to modify mutation probability and search ranges for 
individuals within the population. Standard datasets were 
used to support the efficacy of the proposed methodology.

Another group of metaheuristics is the physical law-based 
algorithms. These algorithms depend on physical phenomena 
such as Simulated Annealing (SA), Tabu Search (TS), Variable 
Neighborhood Search (VNS), and Iterated Local Search 
(ILS) or chemical reactions such as ions motion optimization 
algorithm (IMOA), and thermal exchange optimization 
(TEO). A research study examined the benefits and drawbacks 
of using variable-size batching in manufacturing scheduling 
(Li, et al., 2022). It was noticed that besides the flexibility of 
this technique, it can increase not only energy consumption 
but also scheduling searches. To solve this difficulty, both the 
makespan and the total energy consumption were taken into 
account. Hence, a two-stage multi-objective hybrid algorithm 
(HICSA) was proposed. It combined the simulated annealing 
algorithm (SAA) with the imperialist competitive algorithm 
(ICA). Through various stages, the task sequence optimization 
and lot-splitting approach were enhanced by performing SAA 
with an iterated column generation algorithm. Experiments 
demonstrate the efficiency of the proposed HICSA algorithm.

The third group is miscellaneous algorithms (Rajwar, Deep 
and Das, 2023). These algorithms have influenced various 
theories on human behavior, game theory, mathematical 
theorems, politics, artificial thought, and other subjects. 
Zeidabadi and Dehghani proposed the Puzzle Optimization 
Algorithm (POA) to solve different optimization problems. 
The basic idea of the proposed POA is the mathematical 
simulation of solving a puzzle process (Zeidabadi and 
Dehghani, 2022). They considered that each member of 
the population is a puzzle that can be updated based on the 
guidance of other members and tried to complete its puzzle 
using the pieces suggested by other members.

The fourth group is represented by the nature-inspired and 
swarm intelligence algorithms. The nature-inspired algorithms 
are primarily based on animals’ natural organizational 
behavior or biological processes during the lifecycle. This can 
help them survive and adapt to their environment to achieve 
their task efficiently. Swarm intelligence is a decentralized 
and self-organized system in which individuals perform tasks 
via collective and cooperative behavior. This is a population-
based system that reflects the primary characteristics of a 
swarm system in adaptability (learning by doing), effective 
communication, and knowledge-sharing. Examples of such 
algorithms are Particle Swarm Optimization (PSO), Grey Wolf 
Optimizer (GWO), Firefly Algorithm (FA), Bat Algorithm 
(BA), Cuckoo Search (CS), and Artificial Bee Colony (ABC).

Al-Obaidi and Hussein, (2016) enhanced the Cuckoo 
Search algorithm (CS). The initial modification was made 
on the Best Neighbors Generation (CS-BNG) prediction, 
whereas the second was based on the utilization of Iterative 
Levy Flight (CS-ILF). Adjustments were made to the 
defining characteristics of the CS algorithm to improve 
search performance in the discrete state space. The proposed 
algorithms enhanced the solutions’ quality and convergence 
rate. Several FJSSP benchmark situations were tested to 
evaluate the performance of the enhanced algorithms where 
they outperformed the original cuckoo search method.

To make a balance between production competence and 
environmental leverage, energy-efficient scheduling was 
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prioritized for green manufacturing (Luo, Zhang and Fan, 
2019). The research addressed the multi-objective flexible job 
shop scheduling problem (MOFJSP) by employing variable 
processing speed to minimize makespan and total energy 
usage simultaneously. A multi-objective grey wolf optimization 
(MOGWO) algorithm, which utilizes a three-vector 
chromosomal encoding form, was introduced. The proposed 
algorithm takes into consideration the assignment of machines, 
speeds, and operation order. Extensive numerical experiments 
on thirty-five different scale benchmarks were conducted to 
verify the effectiveness of the suggested algorithm.

Based on the behavior of meerkats in the Kalahari Desert, 
Sadiq Al-Obaidi, Abdullah and Ahmed (2018) introduced the 
meerkat clan algorithm (MCA) as a new swarm intelligence 
algorithm. By utilizing meerkat behavior such as sentry, 
foraging, and babysitter, the algorithm partitions solution sets 
and executes operations specifically on the foraging set. It 
was found that the sentry identified the best solution. MCA 
was used in solving FJSSP where the experimental results 
showed better efficiency than the original Cuckoo Search, 
Artificial Fish Search, and Camel Herd algorithms.

Al-Obaidi et al. proposed a new nature-inspired algorithm 
that mimics camel herds’ behavior (Sadiq Al-Obaidi, 
Abdullah and Ahmed, 2017). The role of the leader of 
each herd was considered, which guided the herd to the 
source of food and water depending on humidity value with 
neighboring strategy. FJSSP was undertaken as a case study 
to verify the proposed algorithm, Camel Herds Algorithm 
(CHA) in which the results proved the ability of CHA to find 
the optimal solution in the problem space. Table I summarizes 
the metaheuristic algorithms that tackle the FJSSP.

The Apiary Organizational-Based Optimization algorithm 
(AOOA) is a new nature-inspired algorithm that adopts the 
concept of multiple populations by introducing the apiary 
concept. AOOA simulates the organizational behavior of 
honeybees (the queen, drones, and workers) inside the 
apiary and the biological activities of workers’ bees during 
their lifecycle. In this work, AOOA is employed to solve the 
FJSSP where the concept of multiple populations is utilized 
to minimize the makespan.

III. Problem Definition
FJSSP is widely regarded as an NP-hard problem because 

of (i) deciding which operation can be served by the machine, 
which is known as the routing problem, and (ii) decisions on 

the sequence of operations on each machine, which is known 
as the sequence problem (Alzaqebah, et al., 2022). According 
to Wu and Cai (2021); Jedrzejowicz and Wierzbowska 
(2022), the n multiplies m FJSSP is described as:

A set of n jobs J= {J1, J2,…,Jn} must be handled on 
a set of M machines M={M1, M2,…,Mn}. Each job j ∈ J 
is characterized by a sequence of nj operations Oj= {Oj,1, 
Oj,2,…, Oj, nj}. Each task might have a unique sequence 
of operations. These operations must be executed in the 
specified order. The following constraints characterize the 
problem (Bissoli, et al., 2018; Amirteimoori, et al., 2022):
1.	 For every operation o ∈ Oj of job j, there is a subset MSo 

of machines that execute the operation o with the duration 
dr for each r ∈ MSo.

2.	 Each operation o must be processed on precisely one 
machine r ∈ MSo and each machine can process exactly 
one operation at a time.

3.	 For each operation o processed on r machine, an 
uninterrupted duration dr is assigned.

4.	 Similar tasks adhere to a predetermined order.
5.	 Only one machine can be selected for each operation.
6.	 All jobs can be executed at the beginning of the work, and 

all machines are available.
7.	 As the processing proceeds, no preemptions or cancellations 

are permitted.
8.	 Each operation o has its beginning and end time co. 

A schedule is a set of all completion times {co | o ∈ Oj, 
1≤ j ≤ n} that satisfies all aforementioned constraints.

9.	 The time necessary to complete whole tasks is known as 
makespan: C cmax o O o

j j n


  

max
,1

The makespan is an optimization criterion which means 
identifying the schedule that minimizes it. Some constraints 
that may be considered with makespan finding in FJSSP:
(i)	 All machines are obtainable at time zero, and job groups are 

launched.
(ii)	 Machine setup time and the transportation time between 

operations are included in the processing time (Lu et al., 
2019; Şahman, 2021; Zhang, et al., 2021; Zhu, et al., 2022)

A. An Elucidation Example
An example is provided here to explain FJSSP. Given a 

set of three jobs (J=3) and three machines (M=3). Each 
job consists of a sequence of operations (Oj,i, and i is the 
number of operations for the job), which must be processed 

TABLE I
Optimization Objective of Different Algorithms for Solving FJSSP

Algorithm Objective Classification
ELGA Minimize process time and makespan. Evolutionary algorithm
IGA Minimize processing time, set‑up time, and transportation time.Evolutionary algorithm
EHGA Minimize Makespan Evolutionary algorithm
HICSA Minimize makespan and the total energy consumption Physical law‑based algorithms
CS, CS‑BNG, CS‑ILFMinimize Makespan Nature‑inspired and swarm intelligence algorithms
MOGWO Minimize Makespan and total energy usage Nature‑inspired and swarm intelligence algorithms
MCA Minimize Makespan Nature‑inspired and swarm intelligence algorithms
CHA Minimize Makespan Nature‑inspired and swarm intelligence algorithms
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consecutively. As shown in Table  I, J1 has O11, O12, and 
O13. Every operation can be assigned to at least one elected 
machine out of a predefined subset of machines with a 
specific operation processing time on that machine. In other 
words, it can be suggested that M1 or M3 for O11 with times 
3 or 6, M2 or M3 for O12 with times 9 or 2, and M1 or M2 
for O13 with times 1 or 4, respectively.

J2 also consists of three operations: O21, O22, and 
O23. Each has a subset of machines that can be allocated 
for each operation within the determined time. O21 can 
be implemented on M1, M2 or M3 with time =3, 7 or 1, 
respectively. Correspondingly, O22 can be implemented on 
M2 or M3 with time = 7 or 1. O23 can be performed on M1 
or M3 with time = 8 or 5, respectively.

J3 has only two operations, O31 and O32, with a subset 
of machines M1 or M2 for O31 with times 3 or 6, and M2 
or M3 for OS with times 5 or 9, respectively as they can 
be processed within the associated time. The details of the 
explained example are depicted in Table II.

IV. The Use of AOOA for FJSSP Solving
To employ AOOA for FJSSP solving, the population 

representation and the AOOA phases were determined and 
the phases were adapted to be convenient for FJSSP.

A. AOOA Stages
AOOA is a new nature-inspired metaheuristic optimization 

algorithm proposed by Al-Sharqi, Al-Obaidi and Al-mamory 
(2024). Its concept depends on organizational behavior 
and biological processes of honeybees inside the apiary. 
Moreover, AOOA simulates the activities of hives’ members 
(queen, drone, and workers) during their lifecycle. AOOA 
consists of seven phases corresponding to honeybees’ 
different activities inside the apiary. These phases are 
initialization, drone exchange, Fertilization and Bees 
Breeding, Worker Lifecycle, Queen Investiture, Fading out, 
and Swarming. Fig. 1 illustrates the AOOA phases.

In the AOOA first phase, the population is randomly 
initiated considering the constraints of each job. The 
population consists of (h) numbers of hives each hive has 
a (b) number of bees. The population size is calculated 
according to Equation (1).
N h b  � (1)

For FJSSP, the population consists of (N) numbers of 
hives and each hive has (r) jobs and (m) machines with (k) 
operations for each machine. The population was represented 
as a set of hives, each with a three-dimensional array of jobs 
(job), operations (op), and machines (M). Each 2D array (i.e. 
an individual) represents a possible scheduling solution as a 
sequence of different operations of jobs for each machine. 
Fig. 2 shows the population representation of FJSSP.

Drone exchange is the second phase of AOOA in which 
a randomly selected drone of one hive is exchanged with a 
drone from another hive as shown in Fig. 3.

In the third phase, the queen of each hive is fertilized with a 
list of fittest drones (those who have the minimum makespan) 
to produce (k) new bees according to the fertilization equation 
shown in (2) under the control of fertratio.
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Where QHi , dHi  represent the queen and drone of the ith 
hive, respectively. At the same time, (rand) represents a 
random number within [0,1].

To adapt AOOA to the FJSSP, a random number of 
machines (i.e., columns) is selected for each drone to fertilize 
the queen. The queen is searched for each job and operation 
(Jn,nj) pair in the selected machine of the drone. If found, it 
will be the first index of the newly generated bee. If it is not 
found, search for the next pair. The remaining pairs of (Jn, nj) 
will be given the rest of the indices as depicted in Fig. 4.

The newly generated bees are either drones or workers 
according to randomly generated value (rand).

The worker lifecycle is the fourth phase. This phase 
simulates the behavior of workers bees. Each worker is 
assigned an age representing the likelihood of transforming 
an existing bee into a new one. From a biological standpoint, 
the lifespan of workers spans from a minimum of 1 day to a 
maximum of 60  days. The worker’s life cycle is defined as 
the duration of the worker’s life in terms of the number of 
days to perform simple or 1-opt (i.e., one-optima), 2-opt, and 
3-opt based on the worker’s age translocation as follows:
	 1–10: applying simple translocation on the worker (i),
	 11–25: applying 2-opt worker (i),
	 26–50: applying 3-opt worker (i),
	 51–60: applying 2-opt worker (i),
	 Otherwise, dropping worker (i).

As noted in (3), each period involves a certain number of 
modifications on the chosen worker to generate a new bee.
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Where WHi  is the worker of the ith hive, (rand) is a random 
number within [0,1), and wmax_g is the maximum age of the 

TABLE II
The Processing Time and Operation Assignment for a Set of Jobs

Job Operation Machine

M1 M2 M3
J1 O11 3 ‑ 6

O12 ‑ 9 2
O13 1 4 ‑

J2 O21 3 7 1
O22 ‑ 7 1
O23 8 ‑ 5

J3 O31 3 6 ‑
O32 ‑ 5 9
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worker. To adopt AOOA for FJSSP, some columns are selected 
randomly where each column represents a specific machine. 
According to (rand), one, two, or three positions are randomly 
chosen to perform simple, 2-opt, or 3-opt translocations, 
respectively. An example of the worker translocation process is 
illustrated in Fig. 5, where the selected worker consists of five 
machines M1, M2, M3, M4, and M5. The randomly selected 
machines M1, M2, and M4 perform 3-opt, 2-opt, and simple 
(1-opt) respectively to generate a new bee. The fitness of new 
bees is calculated and it will be added to the population.

In the fifth phase, queen investiture, if the fitness of the 
new bee is better than the queen then the newly generated 
bee will be invested as the queen of this hive. This step 

guides the search toward enhanced solutions by exploiting 
good ones to find the optimal solution(s).

Naturally, bees’ max age is 60  days (sometimes less 
because of climate or diseases). They die at the end of their 
lifecycle. On the other hand, drones fade out after the queen 
fertilization process. AOOA simulates this behavior into 
the sixth phase, the fading out phase. AOOA controls the 
increasing size of populations in each hive of the apiary by 
adding a control parameter called fdratio which dominates the 
number of dying bees. The fdratio is ranged between 10% and 
30% of bees (a nature-inspired ratio).

The last phase of AOOA’s phases is the swarming phase. 
This phase mimics the swarming phenomenon of honeybee 

Fig. 1. Apiary Organizational-Based Optimization algorithm phases.
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behavior in which the bees split the crowded hive into two 
hives. Sratio is a control parameter added to manage the hive 
separation process. AOOA assumed that Sratio is a user-defined 
value tuned based on the problem.

V. Experiments and Results
�A. Comparison of the AOOA Performance with the 
Competing Algorithms
To confirm the efficacy and resilience of the suggested 

AOOA, it was compared to some competing metaheuristic 
algorithms using a total of 34 benchmark instances, with 
different sizes (small, medium, and large) scales, were used 
in the experiments. These benchmark instances consist of 

Brandimarte Data (BRdata) (MK01-MK10) (Brandimarte, 
1993) and Hurink edata (la01-la08), rdata (la01-la08), and 
vdata (la01-la08) (Hurink, Jurisch and Thole, 1994).

The first test was to investigate the AOOA Performance 
of MK01-MK10 Instances. The effectiveness of AOOA’s 
performance was validated by comparing the FJSSP results with 
other metaheuristic algorithms, namely, the ELGA, EHGA, IGA 
(Zhang et al., 2020), MOGWO (Luo, Zhang and Fan, 2019), 
and HICSA (Li, et al., 2022). The experiments were performed 
through 10 independent runs and 50 iterations for each run. 
The experimental results were evaluated statistically using the 
relative percentage difference (RPD) and compared to the lower 
bound (LB). FJSSP has a known LB to which the results would 
be comparable. The calculation method of RPD is shown in (4)

Fig. 2. Flexible job shop scheduling problem population representation.

Fig. 3. Drone exchange between two randomly selected hives.
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Where Best Cmax denotes the optimal makespan value 
produced by the algorithm, and LB denotes each instance’s 
known lower bound value. Based on Equation 4, it can be 
noticed that a decrease in the RPD value could correspond to 
a reduction in the gap between an algorithm solution result 
and LB, indicating a closer match between the two values. 
Hence, if the optimal solution found by AOOA matches LB, 
the result of RPD equals zero. Table III displays the problem 
instance, its size, the LB, the minimum makespan (best Cmax), 

RPD, and Rank which ranks the AOOA and the competing 
algorithms according to the RPD value. The optimal value 
acquired by AOOA has lower RPD values than other 
algorithms for MK01-MK09 and a competitive near-lower 
value for MK10. This reflects the excellent performance of 
AOOA. Best RPD results are denoted in bold and a zero-
value means achieving LB. The optimal values that match 
LB are highlighted in bold with the (*) symbol.

The outcomes confirm that AOOA achieves first rank 
in comparison with ELGA, EHGA, IGA, MOGWO, and 
HICSA in MK01-MK09 and comes in second rank in MK10. 
AOOA successfully found the optimal solution for MK08. 
This validates the superiority of the proposed algorithm in 

Fig. 4. Queen fertilization with the best drone.

Fig. 5. Worker translocation process.
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exploring the search region and guiding the search toward 
optimal solutions.

The second test was to verify the robustness and 
effectiveness of AOOA on 24 instances of the Hurink 
dataset. The test was partitioned into three subtests: 
edata, rdata, and vdata with (la1-  la8) for each. A  set of 
five metaheuristic optimization algorithms: CS, CS-BNG, 
CS-ILF (Al-Obaidi and Hussein, 2016), CHA (Al-Obaidi, 
Abdullah and Ahmed, 2017), and MCA (Al-Obaidi, 
Abdullah and Ahmed, 2018) was selected for comparison 
with AOOA. Table IV illustrates the comparison results 
of Hurink datasets for the compared algorithms. The 
comparison was based on the RPD and ranked the 
competing algorithms accordingly. The best  values are 
identified in bold type and the optimal values that match 
LB are highlighted in bold with the (*) symbol.

The results show the superiority of AOOA rank in edata 
la1-la8 over other algorithms. In rdata, AOOA was superior 
in la2 and came in the second rank in la3 while it came in 
the third rank in la1, la4, la5, la6, la7, and la8. For the vdata, 
the results proved the supremacy of AOOA in la1, la3, and 
la7 instances while it came in the second rank in la4 and 
la5. AOOA came in the third rank in la6 and la7. For la2, 
AOOA is in the fourth rank of RPD.

TABLE III
Comparison Results Of Makespan For Instances (MK01‑MK10) with 

Other Algorithms of (Luo, Zhang and Fan, 2019) and (Li, et al., 2022)

Instance Size LB Parameter ELGA EHGA IGA MOGWO HICSA AOOA
MK01 10×6 36 Best Cmax 82 68 65 70 87 45

RPD 78 61.5 57.4 64.2 82.9 22.2
Rank 5 3 2 4 6 1

MK02 10×6 24 Best Cmax 63 57 52 61 80 41
RPD 62.9 89.7 81.5 73.7 87.1 52.3
Rank 5 3 2 4 6 1

MK03 15×8 204Best Cmax 350 330 313 322 445 247
RPD 27.8 52.7 47.2 42.2 44.9 19.1
Rank 2 6 5 3 4 1

MK04 15×8 48 Best Cmax 120 112 107 106 162 65
RPD 85.7 80 76.1 75.3 108.6 30.1
Rank 5 4 3 2 6 1

MK05 15×4 168Best Cmax 314 284 276 287 447 197
RPD 60.6 51.3 48.6 52.3 90.7 15.9
Rank 5 3 2 4 6 1

MK06 10×15 33 Best Cmax 174 158 129 159 207 121
RPD 136.2 130.9 118.5 131.3 145 114.3
Rank 5 3 2 4 6 1

MK07 20×5 133Best Cmax 311 265 267 255 418 197
RPD 80.2 66.3 67 62.9 103.4 38.8
Rank 5 3 4 2 6 1

MK08 20×10 523Best Cmax 805 783 781 792 543 523*
RPD 42.5 39.8 39.6 40.9 3.8 0
Rank 6 4 3 5 2 1

MK09 20×10 299Best Cmax 615 566 567 548 480 424
RPD 69.1 61.7 61.9 58.8 46.5 34.6
Rank 6 4 5 3 2 1

MK10 20×15 165Best Cmax 474 494 424 457 304 357
RPD 96.7 99.8 87.9 93.9 59.3 73.6
Rank 5 6 3 4 1 2

TABLE IV
Comparison Results of Makespan for Hurink with Competing 

Algorithms

Instance Size LB Parameter CS CS‑BNG CS‑ILF CHA MCA AOOA
edata‑la1 10×5 609 Best Cmax 729 636 634 888 780 614 

RPD 17.9 4.3 4 37.3 24.6 0.8
Rank 4 3 2 6 5 1

edata‑la2 10×5 655 Best Cmax 783 707 694 823 724 655*
RPD 17.8 7.6 5.8 22.7 10 0
Rank 5 3 2 6 4 1

edata‑la3 10×5 550 Best Cmax 663 593 588 732 706 550*
RPD 18.6 7.5 6.7 28.4 24.8 0
Rank 4 3 2 6 5 1

edata‑la4 10×5 568 Best Cmax 709 620 619 830 703 568*
RPD 22.1 8.8 8.6 37.5 21.2 0
Rank 5 3 2 6 4 1

edata‑la5 10×5 503 Best Cmax 605 525 526 681 655 522
RPD 18.4 4.3 4.5 30.1 26.3 3.7
Rank 4 2 3 6 5 1

edata‑la6 15×5 833 Best Cmax 976 864 861 1332 1229 833*
RPD 15.8 3.7 3.3 46.1 38.4 0
Rank 4 3 2 6 5 1

edata‑la7 15×5 762 Best Cmax 960 818 819 1255 1136 785
RPD 23 7.1 7.2 48.9 39.4 3
Rank 4 2 3 6 5 1

edata‑la8 15×5 845 Best Cmax 1001 880 868 1257 1129 852
RPD 16.9 4.1 2.7 39.2 28.8 0.8
Rank 4 3 2 6 5 1

rdata‑la1 10×5 570 Best Cmax 723 607 609 665 789 621
RPD 23.7 6.3 6.6 15.4 32.2 8.6
Rank 5 1 2 4 6 3

rdata‑la2 10×5 529 Best Cmax 680 573 567 633 770 554
RPD 25 8 6.9 17.9 37.1 4.6
Rank 5 3 2 4 6 1

rdata‑la3 10×5 477 Best Cmax 621 518 512 590 708 514
RPD 26.2 8.2 7.1 21.2 39 7.5
Rank 5 3 1 4 6 2

rdata‑la4 10×5 502 Best Cmax 646 542 538 623 720 551
RPD 25.1 7.7 6.9 21.5 35.7 9.3
Rank 5 2 1 4 6 3

rdata‑la5 10×5 457 Best Cmax 577 484 480 568 667 489
RPD 23.2 5.7 4.9 21.7 37.4 6.8
Rank 5 2 1 4 6 3

rdata‑la6 15×5 799 Best Cmax 974 832 821 1044 1252 857
RPD 19.7 4 2.7 26.6 44.2 7
Rank 4 2 1 5 6 3

rdata‑la7 15×5 749 Best Cmax 917 779 776 1005 1123 802
RPD 20.2 3.9 3.5 29.2 40 6.8
Rank 4 2 1 5 6 3

rdata‑la8 15×5 765 Best Cmax 938 793 790 1061 1203 823
RPD 20.3 3.6 3.2 32.4 44.5 7.3
Rank 4 2 1 5 6 3

vdata‑la1 10×5 570 Best Cmax 728 613 609 671 815 607
RPD 24.3 7.3 6.6 16.3 35.4 6.3
Rank 5 3 2 4 6 1

vdata‑la2 10×5 529 Best Cmax 675 565 564 560 770 574
RPD 24.3 6.6 6.4 5.7 37.1 8.2
Rank 5 3 2 1 6 4

vdata‑la3 10×5 477 Best Cmax 627 515 520 574 706 515
RPD 27.2 7.7 8.6 18.5 38.7 7.7
Rank 4 1 2 3 5 1

vdata‑la4 10×5 502 Best Cmax 652 534 531 641 706 534

(Contd...)
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B. Sensitivity Analysis
AOOA population consists of two critical parameters: the 

number of hives (h) and bees (b). As the number of machines 
and jobs vary in FJSSP, the population size of AOOA should 
also vary to fit the search space. Therefore, it makes sense to 
inspect the impact of different (h) and (b). For this reason, 
two scales were used to fit all sizes of NxM where N is the 
number of jobs and M is the number of machines. SSA and 
MSA apiary were tested for each instance of benchmark data 
with small, medium, and large-sized jobs and machines. This 
can disclose whether SSA can find the best results, so there is 
no need to increase computational complexity by increasing 
population size and its consequent computations using MSA. 
Table V illustrates the apiary scales of FJSSP. Each instance 
was tested against all hive sizes with all bees’ numbers. 
However, experiments manifest that increasing (h) and (b) to 
be convenient for LSA yields increasing computational time 
at a dramatic rate. Therefore, MSA was adopted to include 
both medium and large-scale FJSS problem sizes.

By observing the results of all 34 instances illustrated in 
Table VI, it is clear that the minimum makespan was found 
using SSA for small factories with small-scale jobs and 
machines of MK instances (i.e., MK1 and MK2). When the 
size of factories increases, the minimum makespan was found 
in MSA, MK3, MK5, MK7, MK10. In MK4 and MK6, there 
was a slight difference in SSA and MSA results in both best 
and average makespan where the best was found in SSA. In 
MK8 and MK9 both SSA and MSA gave the same results. 
Larger values than eight and seventy for h and b, respectively 
failed to achieve closer results to the optimal solution but this 
significantly increased the implementation time. Moreover, 
most optimal solutions (i.e., minimum makespan) appeared 
in the early iterations, and the ultimate solution appeared in 
iteration 50.

It was evident in the results of edata, rdata, and vdata that 
70% of best Cmax was found using MSA in edata (la1, la6, 
la7, and la8), rdata (la1, la4, la6, la7, and la8), and vdata 
(la2, la4, la5, la7, and la8). Edata la2, la3, and la4, SSA, and 
MSA gave the same results, but the mean Cmax of MSA was 
better than the Cmax of SSA. Therefore, edata la2, la3, and 

la4 results were counted within the 17 instances of the best 
Cmax of MSA (i.e. 70%). The best Cmax resulting from SSA 
was 7 instances with 30% in edata (la5), rdata (la2, la3, and 
la5), and vdata (la1, la3, and la6). The results proved that the 
effect of increasing population size using MSA on enhancing 
the minimum and mean makespan is bigger for MS factories 
than for SS factories. The best values  of (Best Cmax) and 
(Mean Cmax) are identified in bold type.

C. Performance Analysis
In this section, the results and findings analysis will 

be discussed. The discussion is divided into two parts: 
statistical performance analysis of AOOA with the competing 
algorithms and limitations.

The first part is divided into two subparts. The first subpart 
investigates the relationship between the AOOA and the 
five competing algorithms using a paired samples t-test. 
We analyzed the data from samples of the six participant 
algorithms, categorizing them based on (ELGA, EHGA, 
IGA, MOGWO, HICSA, and AOOA) for MK instances 
and (CS, CS-BNG, CS-ILF, CHA, MCA, and AOOA) for 
Hurink dataset. Table VII shows the p-values for the MK01-
MK10, edata, rdata, and vdata instances of the AOOA vs. 
the competing algorithms with degrees of freedom (df=8), 
sample size (N=9), and significance level (α = 0.05). The 
p-values ≥ (α) are highlighted in bold type.

The paired samples t-test yielded a t statistic and the 
calculated p-value shown in Table VII, indicating an 
extremely statistically significant difference between AOOA 
and other algorithms at the α = 0.05 level. The low p-values 
of AOOA (except for edata5, rdata2 - rdata5 of CS-BNG, and 
CS-ILF) indicate strong evidence against the null hypothesis 
proving that the results are significant.

The second subpart measures the AOOA performance 
for the 34 instances compared to the competing algorithms 
using group-based superiority in finding the best makespan. 
AOOA outperformed ELGA, EHGA, IGA, and MOGWO in 
10 MK instances with 100% superiority. On the other hand, 
it outperformed HICSA in 9 MK instances (MK1-MK9) and 
competed with HICSA on MK10. For edata, AOOA was 
superior to all competing algorithms: CS, CS-BNG, CS-ILF, 
CHA, and MCA with 100% superiority. In rdata and vdata, 
AOOA was superior to CS and MCA in all 16 instances while 
it was superior to CHA in all eight rdata instances and seven 

TABLE IV
(Continued)

Instance Size LB Parameter CS CS‑BNG CS‑ILF CHA MCA AOOA
RPD 26 6.2 5.6 24.3 33.8 6.2
Rank 4 2 1 3 5 2

vdata‑la5 10×5 457 Best Cmax 587 485 499 531 645 499
RPD 24.9 5.9 8.8 15 34.1 8.8
Rank 4 1 2 3 5 2

vdata‑la6 15×5 799 Best Cmax 981 826 821 1042 1212 839
RPD 20.4 3.3 2.7 26.4 41.1 4.9
Rank 4 2 1 5 6 3

vdata‑la7 15×5 749 Best Cmax 941 774 773 968 1130 796
RPD 22.7 3.3 3.2 25.5 40.6 6.1
Rank 4 2 1 5 6 3

vdata‑la8 15×5 765 Best Cmax 952 779 787 908 1181 777
RPD 21.8 1.8 2.8 17.1 42.8 1.6
Rank 5 2 3 4 6 1

TABLE V
Apiary Parameter Values According to FJSSP Problem Size

Problem size Apiary Scale Number of Hives Number of Bees

Job Machines
Small 10 5 Small‑scale 

apiary (SSA)
3
4
5

30
40
50

10 6
Medium 15 4

15 5 Medium scale 
apiary (MSA)

6
7
8

50
60
70

15 8
20 5

Large 10 15
20 10
20 15
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TABLE VI
Best and Mean Makespan Results using SSA and MSA of MK1‑MK10

Instance Apiary Scale Best Cmax Mean Cmax Instance Apiary Scale Best Cmax Mean Cmax

MK1 SSA 45 54.1 edata‑la8 SSA 854 878.7
MSA 46 53.9 MSA 852 888.2

MK2 SSA 41 47.8 rdata‑la1 SSA 632 678.9
MSA 43 46 MSA 621 667.2

MK3 SSA 257 274.3 rdata‑la2 SSA 554 640
MSA 247 270.2 MSA 588 622.3

MK4 SSA 65 85.2 rdata‑la3 SSA 514 592.4
MSA 70 81.1 MSA 525 573.9

MK5 SSA 199 213.4 rdata‑la4 SSA 562 611.1
MSA 197 209.7 MSA 551 595.3

MK6 SSA 121 138.8 rdata‑la5 SSA 489 549.1
MSA 125 135.5 MSA 517 548.2

MK7 SSA 203 228.6 rdata‑la6 SSA 894 927.9
MSA 197 227.1 MSA 857 914.73

MK8 SSA 523 523 rdata‑la7 SSA 814 863.9
MSA 523 523 MSA 802 852.8

MK9 SSA 424 454.5 rdata‑la8 SSA 834 885.4
MSA 424 450.8 MSA 823 884.2

MK10 SSA 363 378.6 vdata‑la1 SSA 607 685.2
MSA 357 381.6 MSA 644 677.4

edata‑la1 SSA 637 672.9 vdata‑la2 SSA 576 637.3
MSA 614 650 MSA 574 627.6

edata‑la2 SSA 655 673.9 vdata‑la3 SSA 515 573.7
MSA 655 663.2 MSA 539 565.1

edata‑la3 SSA 550 566.3 vdata‑la4 SSA 545 603.7
MSA 550 563.9 MSA 534 586.4

edata‑la4 SSA 568 597.5 vdata‑la5 SSA 503 557.8
MSA 568 587.8 MSA 499 538.2

edata‑la5 SSA 522 560.3 vdata‑la6 SSA 839 911.3
MSA 524 551.9 MSA 870 920.4

edata‑la6 SSA 849 909.3 vdata‑la7 SSA 810 871.4
MSA 833 892.4 MSA 796 866.7

edata‑la7 SSA 795 844.7 vdata‑la8 SSA 834 902.2
MSA 785 826.7 MSA 777 874.5

TABLE VII
Paired Samples t‑test and P value for AOOA versus Other Algorithms of Instances MK01‑10, EDATA01‑08, RDATA01‑08, AND VDATA01‑08, DF=8, 

N=9, Α=0.05

PI AOOA VS. t Sig. (2‑tailed)
p‑value

PI AOOA VS. t Sig. (2‑tailed)
p‑value

MK1 ELGA 26.407 4.54629E‑09 MK6 ELGA 21.964 1.94932E‑08
EHGA 18.141 8.75736E‑08 EHGA 55.763 1.18696E‑11
IGA 15.656 2.76462E‑07 IGA 7.069 0.00011
MOGWO 20.346 3.56036E‑08 MOGWO 26.382 4.58033E‑09
HICSA 26.328 4.65453E‑09 HICSA 52.178 2.01724E‑11

MK2 ELGA 20.084 3.94225E‑08 MK7 ELGA 35.207 4.63615E‑10
EHGA 17.605 1.10756E‑07 EHGA 17.519 1.15079E‑07
IGA 9.197 1.57994E‑05 IGA 18.973 6.16255E‑08
MOGWO 10.670 5.22089E‑06 MOGWO 14.493 5.02867E‑07
HICSA 27.086 3.71812E‑09 HICSA 69.046 2.15518E‑12

MK3 ELGA 27.721 3.09392E‑09 MK8 ELGA 149.000 4.60432E‑15
EHGA 28.156 2.73463E‑09 EHGA 229.399 1.45963E‑16
IGA 20.616 3.20934E‑08 IGA 188.259 7.09268E‑16
MOGWO 23.233 1.25126E‑08 MOGWO 155.568 3.26094E‑15
HICSA 46.764 4.83285E‑11 HICSA 19.228 5.54874E‑08

MK4 ELGA 66.287 2.98493E‑12 MK9 ELGA 70.795 1.76492E‑12
EHGA 31.825 1.03469E‑09 EHGA 39.941 1.69834E‑10
IGA 33.942 6.20127E‑10 IGA 40.510 1.51749E‑10

(Contd...)
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TABLE VII
(Continued)

PI AOOA VS. t Sig. (2‑tailed)
p‑value

PI AOOA VS. t Sig. (2‑tailed)
p‑value

MOGWO 22.277 1.74305E‑08 MOGWO 40.827 1.42600E‑10
HICSA 92.655 2.05504E‑13 HICSA 16.397 1.92877E‑07

MK5 ELGA 83.326 4.79935E‑13 MK10 ELGA 33.070 7.62695E‑10
EHGA 45.667 5.84033E‑11 EHGA 36.765 3.28452E‑10
IGA 59.713 6.87372E‑12 IGA 21.805 2.06362E‑08
MOGWO 50.579 2.58547E‑11 MOGWO 43.756 8.21037E‑11
HICSA 153.139 3.69824E‑15 HICSA ‑9.330 1.42094E‑05

edata‑la1 CS 23.465 1.15698E‑08 edata‑la5 CS 13.496 8.71455E‑07
CS‑BNG 1.982 0.08280 CS‑BNG 1.197 0.26552
CS‑ILF 2.366 0.04555 CS‑ILF 0.965 0.36276
CHA 38.736 2.16744E‑10 CHA 37.789 2.63954E‑10
MCA 18.805 6.60635E‑08 MCA 25.873 5.34432E‑09

edata‑la2 CS 73.041 1.37505E‑12 edata‑la6 CS 39.804 1.74550E‑10
CS‑BNG 39.179 1.98018E‑10 CS‑BNG 11.994 2.15235E‑06
CS‑ILF 21.290 2.49111E‑08 CS‑ILF 6.337 0.00022
CHA 97.054 1.41831E‑13 CHA 133.905 1.08180E‑14
MCA 74.046 1.23295E‑12 MCA 132.679 1.16434E‑14

edata‑la3 CS 131.109 1.28065E‑14 edata‑la7 CS 64.626 3.65552E‑12
CS‑BNG 23.170 1.27823E‑08 CS‑BNG 6.818 0.00014
CS‑ILF 36.156 3.75183E‑10 CS‑ILF 7.230 8.98005E‑05
CHA 231.587 1.35290E‑16 CHA 95.006 1.68205E‑13
MCA 130.255 1.34932E‑14 MCA 81.851 5.53566E‑13

edata‑la4 CS 44.260 7.49525E‑11 edata‑la8 CS 57.522 9.26340E‑12
CS‑BNG 20.171 3.81019E‑08 CS‑BNG 14.661 4.60020E‑07
CS‑ILF 14.648 4.63250E‑07 CS‑ILF 6.058 0.00030
CHA 54.677 1.38874E‑11 CHA 137.617 8.69330E‑15
MCA 45.279 6.25117E‑11 MCA 104.127 8.08257E‑14

rdata‑la1 CS 46.593 4.97624E‑11 rdata‑la5 CS 8.074 4.08754E‑05
CS‑BNG ‑3.386 0.00956 CS‑BNG −1.584 0.15175
CS‑ILF ‑3.146 0.01369 CS‑ILF −1.460 0.18245
CHA 4.441 0.00217 CHA 7.829 5.09974E‑05
MCA 31.532 1.11355E‑09 MCA 20.961 2.81675E‑08

rdata‑la2 CS 14.019 6.50345E‑07 rdata‑la6 CS 16.055 2.27228E‑07
CS‑BNG 1.609 0.14633 CS‑BNG 4.677 0.00159
CS‑ILF 0.192 0.85243 CS‑ILF 4.191 0.00303
CHA 6.378 0.00021 CHA 9.994 8.52846E‑06
MCA 25.276 6.42756E‑09 MCA 4.314 0.00257

rdata‑la3 CS 9.365 1.38234E‑05 rdata‑la7 CS 25.866 5.35586E‑09
CS‑BNG −0.487 0.63925 CS‑BNG −7.338 8.08969E‑05
CS‑ILF −1.953 0.08656 CS‑ILF −11.057 3.99117E‑06
CHA 6.789 0.00014 CHA 61.686 5.30169E‑12
MCA 16.631 1.72711E‑07 MCA 85.750 3.81619E‑13

rdata‑la4 CS 11.872 2.32641E‑06 rdata‑la8 CS 34.023 6.08574E‑10
CS‑BNG −0.527 0.61264 CS‑BNG −7.780 5.33524E‑05
CS‑ILF −0.192 0.85272 CS‑ILF −14.344 5.44727E‑07
CHA 8.752 2.27471E‑05 CHA 57.098 9.82709E‑12
MCA 17.356 1.23754E‑07 MCA 112.547 4.34061E‑14

vdata‑la1 CS 17.314 1.26166E‑07 vdata‑la5 CS 32.655 8.43151E‑10
CS‑BNG 4.825 0.00131 CS‑BNG 4.206 0.00297
CS‑ILF 4.851 0.00127 CS‑ILF 5.145 0.00088
CHA 10.120 7.76489E‑06 CHA 7.075 0.00010
MCA 7.542 6.66079E‑05 MCA 8.051 4.17167E‑05

vdata‑la2 CS 17.408 1.20921E‑07 vdata‑la6 CS 11.565 2.83930E‑06
CS‑BNG 4.513 0.00197 CS‑BNG 4.736 0.00147
CS‑ILF 4.529 0.00193 CS‑ILF 4.664 0.00161
CHA 4.489 0.00203 CHA 8.006 4.34181E‑05
MCA 7.665 5.93336E‑05 MCA 4.348 0.00245

vdata‑la3 CS 14.976 3.90236E‑07 vdata‑la7 CS 17.341 1.24636E‑07
CS‑BNG 5.267 0.00076 CS‑BNG 4.316 0.00256

(Contd...)
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TABLE VII
(Continued)

PI AOOA VS. t Sig. (2‑tailed)
p‑value

PI AOOA VS. t Sig. (2‑tailed)
p‑value

CS‑ILF 5.827 0.00039 CS‑ILF 4.138 0.00326
CHA 8.835 2.12313E‑05 CHA 14.593 4.76762E‑07
MCA 8.721 2.33440E‑05 MCA 5.555 0.00054

vdata‑la4 CS 20.845 2.94166E‑08 vdata‑la8 CS 11.476 3.01076E‑06
CS‑BNG 5.574 0.00053 CS‑BNG 4.787 0.00138
CS‑ILF 5.513 0.00057 CS‑ILF 5.662 0.00047
CHA 18.180 8.61057E‑08 CHA 14.528 4.93665E‑07
MCA 8.517 2.77472E‑05 MCA 5.558 0.00054

vdata instances (la1, la3-la8). AOOA outperformed CS-BNG 
in two rdata instances (la2, la3) while overcame CS-ILF 
algorithm in la2. However, AOOA overcame CS-BNG in 
two vdata instances (la1, la8) and was equal to it in rank in 
la3 and la4, while overcame CS-ILF in three vdata (la1, la3, 
and la8) and was equal to it in rank in la2. Finally, it was 
found that AOOA achieved better results over CS, CS-BNG, 
CS-ILF, CHA, and MCA in solving 24, 12, 12, 23, and 24 
FJSSP instances, respectively. Table VIII shows the AOOA 
superiority over competing algorithms for edata, rdata, and 
vdata datasets.

We believe that there are several factors behind the 
superiority of AOOA which can be summarized in 
(i)  The concept of multiple populations generating a large 
diverse population, (ii) good exploration and exploitation 
mechanisms, (iii) two sources to generate new solutions 
represented in queen fertilization and worker lifecycle, and 
(iv) drone exchange, fading out, and swarming increase 
diversity and prevent stagnation.

Although AOOA presented a superior performance, it still 
has some limitations. AOOA used classical 34 instances of 
FJSS benchmark datasets while other benchmark datasets can 
be used such as (Kacem, Hammadi and Borne, 2002; Fattahi, 
Saidi Mehrabad and Jolai, 2007), etc. More objective functions 
and constraints can be considered such as maximizing 
the profit by resource utilization or machine performance, 
minimizing transportation time, process time, job delay, and 
energy consumption. Furthermore, enhancement can be made 
to AOOA so that better results are obtained.

VI. Conclusion
This paper introduced a solution to one of the NP-hard 
real-world problems, namely the FJSSP using AOOA, a 

TABLE VIII
Group‑based Superiority of AOOA

Dataset Number of Instances Where AOOA is Better

ELGA EHGA IGA MOGWO HICSA
MK1‑10 8 8 8 8 7

CS CS‑BNG CS‑ILF CHA MCA
edata 8 8 8 8 8
rdata 8 2 1 8 8
vdata 8 2 3 7 8
Total instances 24 12 12 23 24

new nature-inspired metaheuristic optimization algorithm. 
Its main structure was based on the organizational behavior 
of honey bees inside the apiary. Benchmark datasets of 
thirty-four instances of various sizes (small, medium, and 
large) scales were employed in the experiments to find the 
minimum makespan (Cmax). The results were compared to ten 
of the state-of-the-art algorithms, five for BRdata and five 
for Hurink edata, rdata, and vdata. They were statistically 
assessed using the paired samples t-test and p-value, RPD, 
and group-based superiority statistical analysis to prove the 
AOOA performance. The p-values of AOOA at α =  0.05 
level (except for MK09 and edata02) indicate strong 
evidence against the null hypothesis proving that the results 
are significant. AOOA outperformed ELGA, EHGA, IGA, 
and MOGWO in solving all 10 MK instances and HICSA in 
solving 9 MK instances. Moreover, AOOA overcame CS, CS-
BNG, CS-ILF, CHA, and MCA in solving 24, 12, 12, 23, and 
24 instances of edata, rdata, and vdata, respectively. In many 
instances, AOOA achieved LB or near-optimal solutions to 
compete with other algorithms. The research demonstrated 
that the new nature-inspired algorithm can solve NP-hard 
problems effectively and efficiently. The overall findings 
were promising in comparison with some metaheuristic 
optimization algorithms.
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Abstract—Groundwater in the Rania basin, Iraqi Kurdistan region, 
has been under intensive exploitation in the last two decades, where 
quantity and quality are both affected. Hence, any attempt to protect 
the aquifers has become an urgent need. Saruchawa, Qulai Rania, 
and Qulai Kanimaran are the three large springs, among dozens of 
others in the area, that are heavily relied on as the sole or main source 
of water supply. Hydrochemical analysis, the first and most practical 
step to evaluating the water quality, was carried out through 60 water 
samples collected from 13 springs and 17 wells in both dry and wet 
seasons (October 2018 and May 2019). Laboratory results show a 
high calcium bicarbonate concentration with weak acids’ dominance. 
Protection zones are delineated for these springs using aquifer 
susceptibility to contamination and analysis of the recession part of 
the spring curves. The equivalent relationship between the protection 
factor (Fp) produced by the Epikarst, protective cover, infiltration 
condition, and Karst network development mapping method and 
the groundwater protection zone (S) is considered. Qulai Rania and 
Kanimaran Springs are mapped to be in S2 (a highly vulnerable area), 
whereas Saruchawa Spring is located in S1 (very highly vulnerable). 
Based on the second method results (recession curve analyses), all 
three selected springs fall under the (D-type) vulnerability category. 
As a result, the immediate protection zone was going to be surrounded 
by the inner protection zone, and both are enclosed within the outer 
protection zone, which covers the remainder of the catchment area.

Index Terms—Groundwater quality, Hydrochemical 
analysis, Rania basin, Vulnerability assessment, Water 
security.

I. Introduction
Groundwater is mainly extracted through wells or by 
utilizing the discharge from springs – natural outlets for 

groundwater (U.S. Department of Agriculture Natural 
Resources Conservation Service, 2010). In mountainous 
regions, springs usually provide high-quality, gravity-
fed water because there are fewer human impacts on the 
groundwater system than in urban or coastal areas (Filippini, 
et al., 2024). Groundwater from springs in northern Iraq in 
general, and in the Rania basin, in particular, has recently 
raised unprecedented concern among land users and 
related authorities. This has been caused by a severe drop 
in quantity and deterioration in quality which is mainly 
attributed to the rapid growth in urbanization and agricultural 
and industrial projects in the area in the last two decades. 
Despite the natural barriers provided by Earth’s protective 
layers, recent decades have seen a significant increase in 
the risks facing groundwater, both in terms of its quality 
and quantity. This growing threat underscores the need for 
more rigorous protection and sustainable management of 
these critical water resources (Hamed Masoud, Dara Rebwar 
and Kirlas Marios, 2024). In urban regions, the presence 
of impermeable surfaces, modifications to natural streams, 
and built infrastructure can change how water infiltrates the 
ground, create new routes for subsurface water flow, and 
influence the quality of groundwater (Fryar, Currens, and 
Alvarez, 2023). It is well known that despite its significance 
as a vital source of water supply, groundwater may pose 
a significant health hazard if polluted due to difficulties in 
remediation. A  balance between human activities such as 
urbanization, agriculture, and industry with groundwater 
protection could still be achieved if reasonable planning in 
land use is embraced (Meerkhan,  et  al., 2022). The physical 
and chemical properties of water must be investigated to 
decide on its suitability for different purposes as its not only 
quantity that is important but also its quality is important as 
well. The majority of past research on groundwater resilience 
has concentrated on analyzing trends in aquifer recharge, 
groundwater storage, hydraulic heads, and discharge. Only 
a small number of studies have examined the reality aspect 
of proposing protection strategies such as the delineation 
of source protection zones and aquifer features such as 
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lithology, permeability, saturated thickness, transmissivity, 
and geometric properties of the fracture network (Filippini, 
et al., 2024; Zeydalinejad, 2023).

The Source Protection Zone is described as an area 
including surface and subsurface that surrounds a source 
of water, that is, a spring, or a wellfield through which 
pollutants may enter groundwater and reach the aquifer 
storage (US EPA, 2021).

According to Adams and Foster, 1992; Foster, Hirata, and 
Andreo, 2013, better ways of using the lands surrounding 
the source, coupled with delineating protection zones are 
vital to ensure the economic use of this important resource. 
Although many countries in Europe have already established 
three types of protection zones, a unified description on 
which all related authorities agreed has yet to be reached. 
The immediate zone, which occasionally includes swallow 
holes – natural depressions or sinkholes where surface 
water is drained into the ground, often disappearing into an 
underground river system – inside the catchment, is typically 
a region of 10  m wide surrounding a source (Doerfliger and 
Zwahlen, 1998). Zone (II) can also include certain places 
with favored infiltration and is regularly established on 
water passage time, 10–100  days depending on the member 
state (Doerfliger and Zwahlen, 1998). The remainder of the 
watershed or a minimum of 2  km or 400-day travel time 
restriction is bounded and referred to as the Outer Protection 
Zone (OPZ). (Doerfliger and Zwahlen, 1998; Al-Manmi and 
Saleh, 2019). The aim of this procedure, according to (Tarazi, 
2009), is to protect potable water from pollution through 
the identification of specific zones that can be sources of 
potential harm around the water abstraction point.

Springhead/(zone I) immediate protection zone (IMPZ), 
(zone II) inner protection zone (IPZ), and (zone III) OPZ 
are subareas that accompany most groundwater protection 
schemes (Fig.  1). Some other programs add resource 
protection zone that covers the entire aquifer and often wider 
than the OPZ but not as wide as the whole catchment.

According to Al-Manmi and Saleh (2019), data availability 
and required precision are the two most influential factors 
when deciding on the extent of an area that needs protection 

from contamination and selecting the most suited method 
to delineate protection zones. Most of these standards and 
policies differ from one country to another. This difference is 
mirrored in zone numbers, the minimum required dimensions, 
and land-use regulations (Marín, et al., 2015). In places 
where karst aquifers are predominant, assessment models 
such as E epikarst, P protective cover, I infiltration, and K 
karst network (EPIK) (Doerfliger, et al., 1999; Hamdan, 
et al., 2016); COP (Vias, et al., 2006); VULK (Jeannin, 
et al., 2001); PI (Goldscheider, et al. 2010); and CPO + K 
(Marín, et al., 2015) have been tested to obtain a measurable 
vulnerability index of groundwater and assist in the allocation 
of protected areas. The most specific methods to identify 
protective zones and delineate the vulnerability around 
springs in karst aquifers are EPIK vulnerability mapping and 
spring recession curve analysis (Doerfliger, et al., 1999; Al-
Manmi and Saleh, 2019). The hydrograph’s recession curve 
is thought to convey the geometrical and hydraulic properties 
of aquifers and is typically more stable (Filippini, et al., 2024; 
Abirifard, et al., 2022; Segadelli, et al., 2021; Fiorillo, 2014). 
It is a combination of the discharge from individual blocks, 
which comes from water infiltration through diffusion, and the 
discharge from focused recharging through conduits (Rusjan, 
Lebar and Bezak, 2023; Kovacs and Perrochet, 2008).

This paper aims to present a hydrochemical analysis of the 
basin’s groundwater and delineate protection zones around 
three major springs of Saruchawa, Qulai Rania, and Kani 
Maran in the Rania basin using recession curve analysis and 
EPIK vulnerability mapping methods.

II. Materials and Methods
A. Study Area
The area of interest is located in Iraq’s northeastern region 

of Kurdistan. It stretches from the northeastern part to the 
southwestern area in the Sulaimani province and is bounded 
by latitudes (36°05΄15 ˝, 36° 28΄ 13˝) and longitudes (44° 
25΄ 38 ˝, 44° 58΄ 51˝). The area of the Rania basin covers 
something close to 1269.3 km2. The town of Rania is 131 km 
away from Sulaimani city in the northeast direction (Fig. 2). 
Apart from Rania district, the basin extends to engulf 
Chwarqurrna, Hajiwawa, Betwata, and Hiran sub-districts 
as well as 100 s of villages scattered among the mountain 
valleys (Al-Manmi, 2008). In Table I below, the three major 
springs that are delineated in this study, together with their 
main characteristics, are tabulated:

A 35-year (1984–2019) average of climatological 
parameters taken from Dokan Meteorological Station 
at longitude (44°57’10”) and latitude (35°57’15”) was 
calculated. The rainy season spans from October to May. 
The maximum average monthly temperature is 34.1°C 
recorded in July, whereas the lowest monthly average is 
6.2°C recorded in January. This considerable difference in 
temperature is one of the main characteristics of continental 
climate. Nearly, 53% of the yearly precipitation precipitates 
in the cold season (December to February) and about 30% 
in spring (March to May). Over the years (1984–2019), there 

Fig. 1. Illustration of the protection areas around a spring  
(Goldscheider, 2005).
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TABLE I
Information on the Three Springs Selected for Delineation

Spring name Location Coordinates Elevation (m.a.s.l) Yield (l/s) Usage
Saruchawa Spring Saruchawa sub‑district 36°16'30"N, 44°45'18"E 582 6514 Largest spring in the basin
Qulai Rania Spring Rania’s inner district 36°15'20"N, 44°53'8"E Not specified 780 Supplies two‑thirds of Rania district's water
Kani Maran Spring Kani Maran village 36°12'28"N, 44°43'34"E 541 513 Used primarily for agricultural purposes

has been an average of 682.5  mm of precipitation annually, 
whereas the maximum average monthly rainfall is 125.1 mm 
for December.

B. Geological Setting and Hydrogeology
The exposed geological units in the Rania basin, as 

surveyed by (Bolton, 1958; Bellen, et al., 1959; Buday, 1980; 
Buday and Jassim, 1987; and Jassim and Goff, 2006), are 
represented by 17 formations, starting from the Sarki formation 
of the lower Jurassic all the way up to Gercus formation of 
Middle Eocene, as well as recent deposits from Pleistocene, 

(Fig. 3a and b). In terms of water supply, quaternary deposits 
including floodplains, alluvial fans, and river terraces are 
considered the best units. The area of interest is situated in the 
lower Zab basin which itself is a part of the Dokan sub-basin.

According to Al-Manmi (2008) and as shown in (Fig. 4), 
there are four distinct aquifer systems; Quaternary, Early-
Late Cretaceous, Late Cretaceous Limestone, and Jurassic 
systems, but the main is Quaternary. The direction of 
groundwater movement is from northwest to southeast.

The performed pumping tests of wells discharging from 
the studied basin showed that the transmissivity of the 

Fig. 2. Location of the selected springs and study area.
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aquifers ranges between 15 and 864 m2/day, hydraulic 
conductivity ranges between 0.2 and 12.8 m/day, discharge of 
wells ranges between 3 and 1616 m3/day and the static water 
level ranges between 5 and 60  m below ground surface. 
Recovery tests carried out in a neighboring area show a very 
high transmissivity value of 6–9 × 10-2 m2/s (Stevanovic 
and Markovic, 2004). Aquifer’s names, lithology, and their 
geological ages are all tabulated in Table II.

C. Quality Analyses for Hydrochemical Profiling
In situ measurements of temperature, electrical 

conductivity, and pH in 17 wells and 13 springs were 
recorded by a waterproof CyberScan PC 300 Portable pH/
Conductivity/TDS Meter after calibration (Fig.  5). Small 
polyethylene containers of 500  mL were used to collect 60 
water samples from 30 water sources penetrating the main 

aquifers in October 2018 (dry season) and May 2019 (wet 
season). They were then transported in a container surrounded 
by ice packs at 4°C till reaching the laboratory for analyses.

Laboratory-based analyses were carried out in the 
Sulaimani Health Protection Directorate based on guidelines 
of the American Public Health Association (APHA, 2012). 
The reason for conducting two rounds of sampling was 
to detect seasonal variations. For each analysis, a charge 
balance was calculated to check for analytical error.

D. Thematic Maps and Software
Geographic information system (GIS) ArcMap 10.5 

was used to digitize previously drawn geological maps 
and cross-sections and construct shape files for geological, 
hydrogeological, and soil maps required for EPIK parameters 
in the delineation of the protection zones. After completing 

Fig. 3: (a) Rania basin’s geology and (b) Geological cross section through line (A–A-), modified from (Sissakian, 1997).

a

b
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Fig. 5. Location map of wells and springs used for hydrochemical analyses.

TABLE II
Lithology, Age, and Thickness of the Main Aquifers in the Study Area, Modified from (Stevanovic and Markovic, 2004b; Aziz, 2002; Baban And Ali, 2002)

Aquifer names Geological formations Aquifer Types Lithology Av. Thickness (m)
Lower Jurassic aquifer E. Jurassic: Sarki and Sekanian Karstic Fissured Limestone, cherty shale, and 

dark dolomite
300

Upper Jurassic aquifer U. Jurassic: Chia gara, Naokalikan, 
Barsarin and Sargallu

Complex Karstic Fissured Dolomite, limestone, marl, and 
organic matter‑rich limestone

385

Bekhma Aquifer E. to L. Creat. Bekhma, Kometan and 
Qamchuqa 

Karstic Fissured Limestone and dolomite 450

Quaternary Aquifer Quaternary: Alluvial Fans and Slope 
Deposits

Intergranular Gravel, sand, silt, and clay 100

Fig. 4. Hydrogeological map, modified from (Al-Manmi, 2008).
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the individual layers as shape files, (GIS) ArcMap 10.5 was 
also used to express the four EPIK variables as thematic 
layers before converting them into raster. Each factor was 
attributed weighting factor as per the EPIK equation, and 
a summation of the four layers yielded the final EPIK 
vulnerability map.

E. Conceptual Framework
Models that are commonly used in allocating protection 

zones for water wells are not necessarily adaptable in the 
delineation of spring protection zones, especially karst 
springs. This is attributed to the very little natural attenuation 
capacity karstic flowing water wells may have.

Required steps to ensure a secure and safe drinking water 
supply from a groundwater source are:
1.	 Identification of areas where pollutants can enter the aquifer 

and change the water quality
2.	 Prioritize such areas by assigning protective measures
3.	 Constant source monitoring and water treatment through 

filtration and disinfection.
These security procedures, if properly observed, will 

eventually ensure the provision of a safe-to-drink water 
supply (Goldscheider, 2005).

Hydrogeological techniques such as recession curve 
analysis and vulnerability mapping such as the EPIK model 
are the most widely used methods to identify features that 
control groundwater flow to springs and assist in delineating 
spring protection zones (Fig. 6).
Recession curve analysis

System characterization through time-dependent 
functions (recession function) has been continuously 
investigated since the early days of contemporary hydrology 
(Civita, 2008). Decomposing of the spring hydrograph 
reveals that the first steep part of the falling curve 
represents the contribution from the vadose zone, whereas 
the depletion curve represents the aquifer’s input to the 
spring through its saturated zone. Furthermore, one of the 
functions of the recession curve is the pollutant’s time of 
travel (TOT), with the infiltrated water to the spring. This 
(TOT) varies inversely with the natural attenuation factors 
and the recession curve’s gradient, that is, the steeper the 
slope, the shorter the TOT and hence, the less attenuation 
capacity (Civita, 2008). To reach a recordable parameter to 
distinguish between different scenarios of hydrodynamic 
spring discharges and identify the pollutant’s maximum 
displacement velocity in the spring-supplying aquifer, 
the spring’s maximum discharge half-time (MDHT) is 
proposed and can be calculated through Eq. (1) (Civita, 
2008).

2
= ≅ i

QmaxMDHT t � (1)

Where: Qmax is the maximum spring discharge in the 
year, that is, the days from the maximum annual discharge 
moment (Qmax) to the time when it is equal to Qmax/2. The 
depletion curves of the springs are plotted using their daily 
discharge rates on a nomogram to identify the corresponding 
range of flow velocity after computing MDHT (Fig. 7).

Spring deleniation methods

Vulnerability
methods

Karst heterogeneity
evaluation 

Highly
heterogeneous

Vulnerability
mapping

(Protection factor)

Slightly
heterogeneous

Calculated radius
based on tracer tests

Recession curve
methods 

Fig. 6. Flowchart of common methods to delineate spring protection 
zones (Al-Manmi and Saleh, 2019).

Since the application of this model needs continuous daily 
readings of spring discharge to determine water’s travel time 
in the saturated zone, the researcher resorted to the archived 
data of the selected springs. Recordings taken by FAO 
staff in the previous hydrologic years for Saruchawa, Qulai 
Rania, and Kani Maran springs were utilized in drawing 
hydrographs, analyzing recession cures, calculating MDHT, 
designating pollution hazards, and subsequently delineating 
protection zones for the interested springs.

The depletion curves of the springs are plotted using their 
daily discharge rates, and a nomogram is used to identify the 
corresponding range of flow velocity after computing MHDT. 
Delay time determines the MDHT in a way that the longer 
delay time produces a larger depletion and, therefore, a higher 
MDHT. However, a greater rate of discharge increases pollutant 
dilution capacity in contrast to smaller aquifers with a small 
outflow and a weaker dilution capacity. Therefore, a spring 

Fig. 7. A nomogram identifying basic A to D scenarios of pollution 
hazards of a karst spring (Civita and De Regibus, 1995; Civita, 2008).
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with a lower discharge should be considered more vulnerable. 
Thus, having considered all the aforementioned principles and 
pollution hazard scenarios, the designation standards for each 
protection zone around the springs are obtained (Table III).
Vulnerability mapping method (EPIK Model)

As this model is specially developed for karst aquifers 
(Awawdeh and Nawafleh, 2008), its application was also tried 
to delineate protection zones of the three springs of interest:

EPIK is an abbreviation composed of the first letters of 
epikarst (E), protective cover (P), infiltration conditions 
(I), and karst network development (K). Each of which is 
mapped and sub-sectioned into a series of divisions that are 
given a rating importance ranging from 1 to 4 and weighting 
values between 1 and 3 (Table IV).

According to SAEFL (2000), this model generates a color-
coded map showing places relatively more susceptible to 
pollution from above the ground. The protection factor (Fp) 
is subsequently determined by adding the scores for each 

TABLE III
identified Settings Based on Pollution Hazards (Civita, 2008)

MDHT (d) Scenario Groundwater’s velocity (m3/day)
<5 A >1000
5–20 B ≈100
20–50 C ≈10
>50 D ≈1

TABLE IV
appraisal of E, P, I, and K Factors (Doerfliger And Zwahlen, 1998)

Status Code Score Description
Epikarst

Karstic morphology observed 
(pertaining to epikarst)
Karstic morphology absent

E1 1 Caves, swallow holes, dolines, karren field, ruined‑like relief, 
and cuestas.

E2 2 Intermediate zones in the orientation dolines, dry of valleys. 
Outcrops with medium fracturing

E3 3 No karst morphological phenomena. A smaller number of 
fractures.

Protective Cover
A. Soil that is immediately resting on limestone 
or detrital deposits with extremely high hydraulic 
conductivity

B. Soil found on more than 20 cm of any unit of low hydraulic 
conductivity**

Protective cover absent P1 1 0–20 cm of soil ‑
P2 2 20–100 cm of soil 20–100 cm of soil and low hydraulic conductivity formations

Protective cover important P3 3 >1 m of soil >1 m of soil and low hydraulic conductivity formations
Protective cover important P4 4 ‑ >8 m of very low hydraulic conductivity formations or>6 m of 

very low hydraulic conductivity formations with>1 m of soil 
(point measurements necessary)

Infiltration Condition
Concentrated infiltration
Diffuse infiltration

I1 1 Temporary swallow hole – bands and beds of temporary or permanent rivers – parts of the tributary catchment 
having non‑natural drainage

I2 2 Parts of a waterway catchment that are not artificially drained and where the slope is higher than 25% for meadows 
and pastures

I3 3 Regions of a waterway catchment that are not artificially drained and where the slope is lower than 10% for 
cultivated regions and lower than 25% for meadows and pastures. External regions to the watershed of a surface 
waterway: bases of slopes and steep slopes, where runoff water penetrates.

I4 4 Other parts of the watershed. 
Karst Development

Well‑built karstic network K1 1 A well‑built karstic system with decimeter to meter‑sized conduits with little fill and well interlocked
Unwell‑developed karstic network K2 2 Ill‑developed karstic net with poorly interconnected drains of decimeter or minor size
Mixed or fissured aquifer K3 3 The existence of a spring developing through the porous territory only fissured aquifer.

*Cases: Scree, lateral glacial moraine, **Cases: silts, clays

class of any particular parameter and multiplying by the 
allocated weight, as indicated in the equation below:

Fp = 3E+1P+3I+2K� (2)
The Fp value could range between 9 and 34 and the 

greater the Fp value is, the better protection the area has, 
that is, the area is less vulnerable because the vulnerability 
rating and the protection factor are opposites. It can also be 
categorized into four susceptibility grades: Very high, high, 
moderate, and low (Table V).

A. Epikarst (E)
Epikarst, according to Tripet, Doerfliger, and Zwahlen 

(1997), is defined as a zone of intensively karstified and 
highly permeable near the surface and under any consolidated 
soil if there is any. A map of Iraq’s geology with a 1:250 000 
scale which was compiled by Sissakian (1997) plus a 
geomorphological description with information on solution 
features in the studied basin also by Sissakian and Fouad 
(2014) were all used to surrogate for Epikarst as represented 
in (Table IV) and mapped in (Fig. 8a).

B. Protective cover (P)
This attribute is normally defined as upper unconsolidated 

or other non-karstic layers overlying the water-storing strata. 
To classify the protective cover in the studied basin and rate 
accordingly, detailed information on land cover and land 
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TABLE V
Vulnerability zones and protection factor

Protection factor (F) Susceptibility grades 
9–19 Very high
20–25 High
26–34 Moderate
More than 25 and in the presence of both P4 and I3, 4 Low

use (LULC map), soil cover description coupled with soil 
classification, and hydraulic conductivity of different parts of 
the basin were all utilized (Fig. 8b).

C. Infiltration attribute (I)
The important aspect of this parameter is related to the 

type-specific effect of recharge in the karstic system. The 
studied basin, as shown in Fig. 8c, is divided into two zones 
of I2 and I3 only, since no perennial streams feeding swallow 
holes were reported in the basin.

D. Karst development attribute (K)
Ratings from (Table IV) were used to subdivide the studied 

basin into three categories ranging from K1 up to K3. K1 was 
assigned to areas where the well-developed karstic network is 
reported in outcrops of cretaceous formations such as Bekhme 
(locally Kometan) and Qamchuqa. K2 is given to Jurassic 
formation where a karstic network exists but is not well 
developed and K3 to the absence of karstic features in the 
quaternary alluvial fan and slope deposits and aquitards units 
such as Tanjero, Shiranish, and Gercus formations (Fig. 8d).

III. Results and Discussion
A. Pollution Scenarios Based on Recession Curve Analysis
The protection area surrounding a spring is composed of 

three zones. Zone (I) or IMPZ, Zone (II) or IPZ, and Zone 
(III) or OPZ as shown in Fig. 9. Assigned distances and their 
restricted practices are represented in Table VI.

Recordings for the three selected springs of Saruchawa, 
Qulai Rania, and Qulai Kanimaran taken in the past by FAO 
staff have been used to draw hydrographs, analyze recession 
curves, calculate MHDT, designate pollution hazards, and 
subsequently delineate protection zones (Table VII and 
Fig.  10). Thus, all of the three springs; Saruchawa, Qulai 
Rania, and Kanimaran fit the scenario of D-type. Therefore, 
The IPZ encloses IMPZ zones, whereas the OPZ includes the 
entire remaining catchment area.

B. Pollution level based on EPIK Protection Factor (Fp)
On completing the shape files for each parameter in ArcMap 

GIS 10.5, they were all converted to raster data with a 30  m 
grid. Each factor was assigned a weighting coefficient according 
to equation (2) and a summation of the four layers was obtained 
using the spatial analyst tool of the raster calculator. The final 
calculated protection factor produced by applying the EPIK 
model in the studied basin ranged from 12 to 28. Thus, the 
produced comprehensive EPIK map classified the vulnerability 
of the studied basin into moderate, high, and very high.

Areas categorized as having very high vulnerability 
(41.6%) are located in the northern parts of the studied basin 

Fig. 8. (a) Epikarst rating map, (b) protective cover rating map, (c) infiltration rating map, (d) karst network rating map of the study area.

a b

c d
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Fig. 9. (a-d) Pollution hazard scenarios and protection zoning (Civita, 2008).

a b c d

TABLE VI
Enclosed areas and restricted practices for protection zones

Protection zones Enclosed area (distance from the source) (m) Remarks
Immediate (zone 1) (10–40 m) upstream and (2–10 m) downstream limited human activities except tree planting
Inner (zone 2) ‑ The whole catchment for (A and B) scenarios but decreased to 

(2 km) upstream for (B) scenario
In case of a thick protective cover or aquitards

Upstream distance of (400–600 m) for C and (200–300 m) for D 
scenarios.

One zone higher if sinkholes exist!

Outer (zone 3) Remaining of the whole catchment area Restricted settlement and land use but safeguarding strategies 
are still needed.

Fig. 10. Spring recession curve analyses (a – Saruchawa, b – Qulai Rania, c – Kanimaran).

a

b

c
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where karstic features are not only present but also well 
developed, and the protective cover is absent or very thin, 
especially in the rocky outcrops of the mountainous regions.

It is also worth mentioning that Makok anticline, which 
is a karst system itself and is home to most of the major 
springs including Saruchawa spring, is situated in this 
vulnerability zone as represented in (Table VIII) and shown 
also in Fig. 11.

C. Final Spring Protection Zones Based on the EPIK Model
As represented in Table VIII, the protection factors 

obtained from the EPIK vulnerability model are used to 
designate specific spring protection zones. Fig.  12 illustrates 
that protection factors (Fp) ranging from 12 to 19 that may 
include dolines, swallow holes, and supplying watercourses 
are mostly categorized as S1, that is, least naturally protected 

Fig. 11. EPIK vulnerability assessment map of the studied basin.

Fig. 12. Spring protection zones in the studied basin based on EPIK vulnerability.
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TABLE VIII
Area of vulnerability classes of the studied area using epik

Vulnerability Protection factor (Fp) Area (km2) Area (%)
Very high 12–19 528.52 41.63
High 20–25 621.25 48.94
Moderate 26–28 119.51 9.41

TABLE VII
Discharge and mdht assessment using recession curve analysis

Spring Qmax (L/s) Qmax/2 (L/s) MDHT (day) Scenario
Saruchawa 10690 5345 187 D
Qulai Rania 1256 628 166 D
Kanimaran 803 401.5 182 D

zone and has to be prioritized in terms of restricting certain 
actives such as extensive application of fertilizers and 
pesticides as well as dumping industrial refusals or untreated 
sewage water (SAEFL, 2000). Areas classed as having high 
vulnerability through the EPIK mapping model are given 
S2, whereas S3 is applied to those areas that have moderate 
vulnerability with a protection factor of 26–28.

The areas designed as zones of protection in the paper 
issued by the relevant authority in Switzerland adhere to the 
same constraints as the demarcated protection zones in EPIK 
(SAEFL, 2000). S2 and S3 include most of the drainage 
region for the springs, so certain operations such as installing 
gas stations, storing fuel, and infrastructural developments 
should be avoided. This is due to the limitations required by 
SAEFL (2000), connected with using each protection zone.

IV. Conclusions
This study presents a comprehensive hydrochemical 
analysis and vulnerability assessment for the Rania Basin’s 
groundwater, focusing on three major springs: Saruchawa, 
Qulai Rania, and Kani Maran. The findings highlight the 
significant impact of intensive groundwater exploitation on 
both water quality and quantity, underscoring the urgent need 
for protective measures.

Hydrochemical analyses of 30 water sources, comprising 
17 wells and 13 springs, reveal that the groundwater within 
the basin predominantly exhibits a calcium bicarbonate 
composition, characterized by alkalinity and a prevalence of 
weak acids. The physicochemical parameters measured across 
these samples align with the potability criteria established by 
the World Health Organization (WHO) and Iraqi standards, 
affirming the suitability of the basin’s groundwater for 
consumption.

The delineation of protection zones using the EPIK 
vulnerability mapping method and recession curve 
analysis revealed varying levels of susceptibility across 
the springs, with Saruchawa being the most vulnerable. 
The results demonstrate the importance of implementing 
effective management strategies to safeguard these critical 
water resources. Areas categorized as having very high 
vulnerability (41.6%) of the entire basin are located in the 
northern parts of the studied basin (colored in yellow) where 

karstic features are not only present but also well developed 
and the protective cover is absent or very thin, especially in 
the rocky outcrops of the mountainous regions and around 
Makok anticline, which is a karst system itself and is home 
to most of the major springs including Saruchawa spring is 
least protected naturally and hence require prioritization for 
robust environmental planning in terms of restriction certain 
industrial and agricultural activities. Immediate and IPZs 
were recommended for each spring, with the aim of reducing 
contamination risks and ensuring sustainable water supply 
for the region.

Future efforts should focus on continuous monitoring, 
public awareness, and the integration of these findings into 
regional water management policies to mitigate potential 
threats to groundwater sustainability in the Rania Basin.
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Abstract—Detecting fake speech in voice-based authentication 
systems is crucial for reliability. Traditional methods often struggle 
because they cannot handle the complex patterns over time. Our 
study introduces an advanced approach using deep learning, 
specifically long short-term memory (LSTM) and bidirectional 
LSTM (BiLSTM) models, tailored for identifying fake speech 
based on its temporal characteristics. We use speech signals 
with cepstral features such as mel-frequency cepstral coefficients 
(MFCC), constant Q cepstral coefficients, and open-source speech 
and music interpretation by large-space extraction to directly 
learn these patterns. Testing on the ASVspoof 2019 Logical Access 
dataset, we focus on metrics such as min-tDCF, equal error rate, 
recall, precision, and F1-score. Our results show that LSTM and 
BiLSTM models significantly enhance the reliability of spoof speech 
detection systems.

Index Terms – Bidirectional long short-term memory, 
Constant Q cepstral coefficients, Countermeasure 
spoofing, Long short-term memory, Mel-frequency 
cepstral coefficients, Open-source speech and music 
interpretation by large-space extraction.

I. Introduction
Automatic Speaker Verification (ASV) (Bai and Zhang, 
2021) is a popular biometric method that identifies a person 
by analyzing their recorded speech. The main idea is that 
everyone has a unique voice, similar to unique faces, irises, 
or fingerprints (Kamble et al., 2020).

Spoofing methods, such as voice conversion (VC), replay 
attacks, impersonation, and artificial speech and can trick 
devices that use ASV (Wang et al., 2020) (Adiban Sameti and 

Shehnepoor, 2020). Impersonation means copying someone’s 
voice to access their account. VC changes the sound of a 
voice without changing what is said, whereas text-to-speech 
(TTS) creates fake speech. Replay attacks play recordings 
of a real voice to trick the system (Kinnunen et al., 2020). 
Combining these spoofing countermeasures with ASV makes 
the system more resistant to attacks (Wu et al., 2017).

By understanding, the need for effective countermeasures, 
several anti-spoofing challenges have emerged (Wu et al., 
2015) (Kinnunen et al., 2017) (Todisco et al., 2019). To 
effectively detect spoof attacks, it is crucial to extract accurate 
data from speech signals. Choosing effective features is key 
in detecting spoofed speech. Features covering longer time 
spans across many frames are needed to detect these artifacts 
effectively (Tian et al., 2017).

A. Proposed Work Contribution and Organization of the 
Paper

This paper investigates hand-crafted spectro-temporal 
representations, using deep learning and feature extraction, 
for detecting spoofed speech. The paper’s contributions are 
(1) investigating well-known features with sequence-based 
representations, (2) suggesting deep learning with long short-
term memory (LSTM) and bidirectional long short-term 
memory (BiLSTM) for spoofed speech detection instead 
of traditional methods, and (3) proposing a new feature by 
converting open-source speech and music interpretation 
by large-space extraction’s (OpenSMILE’s) 88 global 
representations into time series features.

The paper is organized as follows: Section 2 describes 
previous related work. Section 3 explains the background 
of ASVspoof 2019 for logical access, the types of attacks in 
the ASVspoof 2019 dataset, the feature extraction process, 
and the model used. Section 4 details the deep learning 
methodology. Sections 5 and 6 discuss the experimental 
setup, analyze results, and compare the proposed approach 
to current systems. The conclusion and directions for future 
research are covered in Section 7.
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II. Literature Review
Spoofing speech detection has become increasingly 

important because of the growth in deceiving activities such 
as voice impersonation, conversion, synthetic speech attacks, 
and deepfake technology. To resolve this, researchers have 
investigated numerous methods for distinguishing genuine 
speech from fake speech (Nautsch et al., 2021).

A typical method for spoofing speech detection is 
extracting the acoustic feature from the speech signal 
(Rahmeni, Aicha, and Ayed, 2020) (Dave, 2013). The 
primary focus of early research was on conventional acoustic 
characteristics, however, the development of machine/deep 
learning approaches encouraged the researchers to focus on 
more complex to enhance the deep learning-based features/
models (Jiang et al., 2009) (Kumari and Jayanna, 2015) 
(Ahmed et al., 2022).

Recent studies have used deep learning architectures such 
as recurrent neural networks (RNNs) and convolutional 
neural networks (CNN) to extract discriminative features 
from speech signals. A  1D-CNN+LSTM approach (Ahmed 
et al., 2022) was proposed on the ASVspoof 2019 dataset, 
achieving an equal error rate (EER) of 31.9%. A hybrid data 
augmentation technique using the synthetic minority over-
sampling technique was implemented (Chakravarty and Dua, 
2023) by employing an LSTM and support vector machine 
classifier, achieving EERs of 5.1% and 7.4% with 93% and 
92% accuracy, respectively. A  similar approach was used 
(Zhou et al., 2022) for the ASVspoof 2019 PA subset, using 
GTCC and mel-frequency cepstral coefficients (MFCC) 
features. The BiLSTM network achieved an accuracy of 97% 
and an EER of 2.97% through consistent implementation 
across multiple approaches.

Researchers have enhanced the accuracy of identifying 
fake speech by combining multiple acoustic features. As 
suggested by Karo, Yeredor, and Lapidot, 2022, they applied 
new methods based on probability mass function estimation 
to audio waveforms in the ASVspoof 2019 LA subset. 
They focused on two types of filter banks (MFCC and 
GTCC) and used diffusion maps to reduce dimensionality, 
measuring similarity through diffusion distance. Their 
evaluation of this subset achieved an EER of 12.09% for 
males and 12.99% for females. Similarly, Hassan and 
Javed, 2021 proposed an effective synthetic speech detector 
by combining spectral features including MFCC, GTCC, 
spectral flux, and spectral centroid. Their model, trained on 
15,981  samples and tested on 14,161  samples, achieved an 
impressive EER of 3.05%.

Moreover, researchers have explored domain-specific 
knowledge, such as adopting different speech representations 
of the front-end model and the fusion of different temporal 
segments. Another research (Wei, Pang and Kuo, 2024) 
proposed a Green ASVSpoof detector based on pre-trained 
speech representations by extracting the probability vectors, 
probability histograms, and probability patterns of fusion of 
three XGBoost classification stages and achieved 1.82% EER 
for the 2019 LA evaluation subset and lead to lower model 
sizes and inference complexity per input speech sample.

In addition to employing acoustic and deep features, 
various methods and platforms exist for extracting features 
from speech signals. For instance, according to Devesh et al., 
2022, an 88-dimensional OpenSMILE feature set was applied 
to LJ speech, CMU-arctic, and LibreTTS datasets.

A. Research Gap
Recent reviews of ASV and countermeasure systems 

highlight the ongoing need for improvement in this critical 
area. Both ASV and CM systems traditionally use acoustic 
and deep features for extracting features. Deep features (non-
handcrafted features) are extracted from the multiple layers of 
a neural network. These features, which do not have explicit, 
pre-defined meanings, are learned during the training process. 
Neural networks capture complex patterns and hierarchical 
structures in the data through these deep features. However, 
few studies explore the effects of MFCC and constant Q 
cepstral coefficient (CQCC) features, especially in their time-
series formats such as separate, concatenated, and fused 
forms. In addition, there has been limited focus in related 
research on time-series representations of speech, possibly 
due to the complexity of handling large amounts of data. 
Furthermore, as far as we know, the application of time-
series OpenSMILE features with different time intervals has 
not been explored before.

III. Background
A. ASVspoof 2019 Logical Access Subset
The ASVspoof 2019 project’s logical access subset is part 

of its third version. It includes fake speech made by TTS or 
VC models. This subset contains 12,483 real utterances and 
108,978 fake ones created by 19 different methods, such 
as 11 TTS techniques, 5 VC techniques, and three hybrid 
approaches. ASVspoof 2019 covers both logical access and 
physical access scenarios with a wider variety of spoofing 
methods and a larger dataset.

The ASVspoof 2019 logical access subset is part of the 
third version of the ASVspoof project. Spoofed samples are 
generated using TTS or VC models. The ASVspoof 2019 
LA subset comprises 12,483 bonafide utterances and 108,978 
spoofed utterances. These spoofed utterances are created 
using 19 different algorithms, including 11 TTS techniques, 
five VC techniques, and three hybrid approaches (as detailed 
in Table I).

The logical access subset of the ASVspoof 2019 dataset 
is divided into three subsets: training, development, and 
evaluation. The training subset is used to train spoofing 
countermeasures, whereas the development subset is used 

TABLE I
A Summary of the ASVspoof 2019 Logical Access Dataset

ASVspoof 2019 LA Subset Speaker Utterance

Male Female Bonafide Spoof
Train 8 12 2,580 22,800
Development 8 12 2,548 22,296
Evaluation 30 30 7,355 63,882
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to optimize these countermeasures. Finally, the evaluation 
subset assesses the performance of the developed models.

The spoofing algorithms that are present in the evaluation 
data are not present in the training and development subsets. 
Out of 19 different spoofing algorithms, six (A01–A06) of 
them have been used for generating the utterance of the train 
and development subset whereas the remaining 13 (A07–A19) 
have been used for generating the evaluation subset.

B. MFCC, CQCC, and OpenSMILE Feature
MFCC are crucial features widely used in voice signal 

processing. The process of extracting MFCC involves 
dividing the signal into frames, calculating the energy 
spectrum, applying Mel filter banks, computing logarithms 
for each filter bank output, and performing discrete cosine 
transform (Novoselov et al., 2016). The computation and 
extraction steps are depicted in Fig. 1.

Short-term spectral features such as MFCC are commonly 
used in speech recognition systems (Abdul and Al-Talabani, 
2022). The higher frequency filters in the Mel-scale filter 
bank used by MFCC have wider bandwidths compared to 
lower frequency filters, but they maintain the same temporal 
resolutions (Patel and Patil, 2015).

Studies have shown that CQCC features perform well in 
utterance and speaker verification (Todisco, Delgado and 
Evans, 2016). CQCC extraction involves using the constant-Q 
transform (CQT), which provides enhanced frequency 
resolution for lower frequencies and improved temporal 
resolution for higher frequencies (Todisco et al., 2019).

Fig.  2 illustrates how CQCC features are extracted. 
According to Todisco, Delgado, and Evans (2016), studies 
have used three different dimensions of CQCC features: 
12, 19, and 29, all including C0. In the context of CQCC 
features, C0 represents the average energy across frequency 
bands after applying the CQT to the signal. The initial choice 
of 12 and 19 dimensions is based on their common use in 

speech and speaker recognition. The 29 dimension aims 
to explore whether higher coefficients provide additional 
information useful for detecting spoofing.

In the opposite, Yang, Das and Li, 2020, claimed that the 
CQT feature, more precisely the log power spectrum of the 
CQT, does not have the phase information of the signal. To 
further generate the CQCC, even more information will be 
discarded. From a hand-crafted feature engineering point of 
view, a good feature must capture discriminative information 
between classes and must also be compact in size.

Moreover, there is another feature that has received 
relatively little attention in the area of research for spoof 
detection, which is the OpenSMILE feature. Open Speech 
and Music Interpretation by Large Scale (OpenSMILE) 
(Eyben, Wöllmer and Schuller, 2010) is an innovative 
open-source tool designed for extracting features in speech 
processing and music information retrieval. Its main 
purpose is to facilitate audio feature extraction. OpenSMILE 
offers a straightforward, scriptable console application 
where modular feature extraction components can be 
easily configured, allowing researchers to take advantage 
of features across various domains. The OpenSMILE1 
features are an open-source toolkit that extracts essential 
speech features. OpenSMILE features include three 
standard support features – ComParE 2016, GeMAPS, and 
eGeMAPS. ComParE 2016 (Eyben, Wöllmer and Schuller, 
2010) is the largest in terms of size and each feature can be 
extracted in the low-level descriptor (LLD) or functional. 
The contribution of every feature including MFCC, CQCC, 
and OpenSMILE has been investigated in detecting fake 
speech, this motivated us to use the eGeMAPSv02 (Eyben 
et al., 2016) contains 88 functional parameters. The LLD 
contains 25 feature-level parameters for each 20 ms and 
with a hop length of 10 ms.

1.	 http://www.audeering.github.io/opensmile

Fig. 1. Mel-frequency cepstral coefficient feature extraction process.

Fig. 2. Constant Q cepstral coefficients feature extraction process.
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C. LSTM and BiLSTM
LSTM is a specialized form of RNN widely utilized 

in natural language processing and time series prediction 
tasks. Unlike a standard LSTM, where the input flows 
only in one direction, a BiLSTM processes input in both 
forward and backward directions, allowing it to capture 
important contextual information from both past and future 
states. Fig.  3 illustrates the cell state of an LSTM model, 
highlighting its internal mechanisms.

The cell state is a crucial component in LSTM networks, 
responsible for maintaining long-term dependencies and 
preserving relevant information across extended sequences. 
Serving as the memory within the LSTM unit, it plays a 
vital role in capturing and retaining data from previous time 
steps (illustrated in Fig. 4, left). The cell state is updated and 
modified through three primary gates: the forget gate, the 
input gate, and the output gate. These gates work together 
to determine which information should be remembered or 
discarded, ensuring the LSTM effectively manages data 
throughout the sequence.

LSTM is specifically designed to update information across 
different time steps, overcoming the limitations of traditional 
RNNs. Unlike RNNs, LSTMs excel at capturing long-term 
dependencies in sequential data (as shown in Fig.  4, left). 
This capability makes LSTMs highly effective for time series 
prediction and other tasks involving sequential data in deep 
learning architectures. The BiLSTM network, illustrated in 
Fig.  4, right, enhances this functionality by processing data 
in both forward and backward directions, thereby integrating 
information from both past and future time steps for more 
comprehensive modeling.

IV. Deep Learning Approach Methodology
This study primarily aimed to create a countermeasure 

to work alongside the proposed ASV system, which was 
included in the ASVspoof 2019 challenge. In this section, 
the architecture of the proposed CM system is presented. 
Regarding the feature extraction from the speech signal, the 
paper adopts the use of the CQCC, MFCC, and OpenSMILE 
features toolkit which will be described in section 4.1. At 
the classifier level, LSTM (Hochreiter and Schmidhuber, 
1997) and BiLSTM are utilized to evaluate the data of the 
ASVspoof 2019 LA subset to build different CM systems. 
Fig.  5, shows an illustration of the proposed CM block 
diagram. The suggested model operated in sequence-based 
phases and each phase had several processes carrying out 
distinct tasks.

As illustrated in Fig.  5, the proposed method comprises 
several tasks of the deep learning model. The model is 
trained using the ASVspoof 2019 logical access subset. The 
main components of a spoofing detection system are feature 
extraction and decision-making modules. In front-end features 
extraction, time series-based features such as (MFCC, CQCC, 
and OpenSMILE) have been used, For the back-end speech 
spoofing countermeasure module, we explore the LSTM and 
BiLSTM classifiers for training the model, and the posterior 
probability is used for decision making. In our model the 
structure is a sequence-to-label classification, we have created 
a sequence input layer, followed by an LSTM layer, then a 
fully connected layer, and a Softmax layer at the end.

A. Feature Extraction
In this phase, we will discuss the used features and the 

extraction process. Feature extraction involves transforming 
raw speech data into a set of attributes or characteristics that 
can be used for analysis. This process includes selecting 
and transforming data to create informative, non-repetitive 
features that enhance model performance.
MFCC features

Feature extraction aims to provide a clear representation 
of the vocal tract based on its response characteristics. By 
leveraging the capabilities of the human auditory system 
(HAS), MFCC can accurately capture key parameters of 
speech signals across different voice transformation scenarios.

Fig. 4. The structure of long short-term memory (left) and bidirectional long short-term memory (right).

Fig. 3. Cell state used in long short-term memory.
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Fig. 5. The structure of the main approach of the proposed countermeasure.

In this study, the Librosa (McFee et al., 2015) library was 
used to extract a sequence of 12-dimensional MFCC feature 
vectors with log energy for each spoken sentence. MFCC 
and log power magnitude spectra (LPMSs) are obtained 
using a pre-emphasis with a coefficient of 0.97. Each frame 
is acquired by applying a 30 ms Hamming window with a 
step size of 15 ms.
CQCC features

CQCC is derived from CQT, which creates a time-
frequency representation for speaker recognition and spoofing 
detection (Todisco, Delgado and Evans, 2016). CQCCs are 
adept at capturing distinct spectral features across various 
frequency levels, making them effective in distinguishing 
between different types of audio signals (Todisco, Delgado 
and Evans, 2017).

The CQCC feature was extracted with a time step of 12 
ms, covering nine octaves with 96 bins per octave. Each 
feature vector includes 19 cepstral coefficients, including 
the 0th  coefficient, along with their delta and double delta 
coefficients. Hence, each feature vector is 60-dimensional. 
In addition, we have extracted another CQCC feature set 
with different parameters. This new feature is extracted with 
nine octaves with 171 bins per octave and 12 static cepstral 
coefficients including 0th coefficient.
OpenSMILE features

The OpenSMILE features are an open-source toolkit that 
enables to the extraction of essential speech features such as 
auditory formants spectral, signal energy, MFCC, Shimmer, 
Jitter, linear predictive coding, pulse code modulation, and 
line spectral pairs. While the ComParE 2016 and GeMAPS 
can be used as a global representation of speech samples 
with 6373 and 88 features, respectively, we have used 
eGeMAPSv02 with LLDs as a feature set with 25  time-step 
parameters for each 20 ms and with a hop length of 10 ms.

Using the OpenSMILE feature, the global representation 
of each speech sample with eGeMAPSv02 which contains 
88 functional parameters has been extracted. For a new 
time, series-based feature we have created a new feature by 

splitting the speech signal into different frames and extracting 
the functional features for each frame. For this feature set, 
the hamming window has a size of 100 ms, and a step size 
of 40 ms is applied to extract the features.

B. Combined Feature
Combining features in the context of deep learning and 

data processing is the process of integrating multiple types 
or sets of features to create a more comprehensive and 
informative representation of the data. We have concatenated 
MFCC with CQCC to improve the accuracy and robustness 
of the system by providing diverse perspectives on the 
audio signal’s characteristics. In this paper, we have used 
a combined feature set that consists of 13 MFCC and 13 
CQCC to construct a new feature set with 26 dimensions of 
time steps whereas the length of utterance remains the same.

V. Experimental Setup
The implementation of the proposed deep learning 

approaches is carried out using Python version  3.9.13. We 
evaluated our models on the ASVspoof 2019 evaluation part 
for the logical access subset.

The proposed countermeasure models (LSTM and 
BiLSTM) have been implemented using MATLAB 2023b 
and Python on the Windows 10 operating system with 64GB 
of RAM and Processor Intel(R) Core (TM) 3.6GHz 16 CPUs 
and a Single GPU with 10 GB of size. Data extraction and 
preprocessing have been conducted using Jupyter Notebook 
within the Anaconda environment.

A. LSTM and BiLSTM Parameters Tuned
We used 1000 hidden states across all feature types 

in both models, even though most speech samples have 
fewer than 1000  time steps per sample. Our approach 
included training on the ASVspoof 2019 Train subset 
and testing on the development subset. We tested various 
layer numbers and configurations to optimize model 
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performance. Each model was trained for 100 epochs with 
a fixed learning rate of 0.001 and a batch size of 128 for 
efficient improvement.

B. Experiments
Table II provides a detailed overview of the feature sets 

used in our investigation, including the number of features 
linked to each time step for LSTM and BiLSTM models. 
This systematic approach enables us to explore the efficiency 
of these models in extracting the artifact within the different 
types of features.

During the training of the models, the BiLSTM was 
slower than the LSTM model. This observation suggests 
that BiLSTM models can capture additional features in the 
data. In this regard, Siami-Namini, Tavakoli and Namin, 
2019, recommended using BiLSTM instead of LSTM for 
forecasting problems in time series analysis.

C. Fusion of Models
Fusion can occur at various levels, including feature-

level fusion, decision-level fusion, or model-level fusion, 
depending on the specific application and context. In this set 
of experiments, model-level fusion, also known as late fusion, 
was used by combining the results from different models 
through averaging their outputs. This method allows for the 
creation of fusion models that use either the same classifier 
with different features or the same features with different 
classifiers to improve overall performance. Different model-
level fusions were conducted, selecting the best-performing 
models based on various evaluation criteria to achieve more 
robust and effective results.

VI. Results and Discussion
In this section, we present the findings of our experimental 

analysis and engage in a comprehensive discussion of the 
observed results. We begin by summarizing the outcomes of 
our model implementations and highlighting key performance 
metrics.

A. Feature-Level Fusion
Feature-level fusion is used for merging different types 

of features to enhance the performance of models. By 
combining multiple feature sets, enables more accurate 
and robust predictions and leveraging the strengths of each 
feature set.

LSTM
With the LSTM model, we conducted the experiments 

using six different types of time series-based features, without 
employing any data augmentation process. The results of our 
analysis, as detailed in Table III, reveal significant insights into 
the performance of the LSTM models across various feature 
sets. Notably, the LSTM model with CQCC_60 and OS_25 
features outperformed other features in all evaluation metrics.

As shown in Table III, the model with the CQCC with 
60 dimensions of time step feature obtained the best EER 
(6.15%), Min-tDCF (0.1917), and Recall (99.91%) among 
other types of features. From the OpenSMILE time series-
based feature (OS25 and OS88), we can conclude that the 
higher number of time step features does not guarantee to 
have a better result.

In experiment 5, with OS (25), an outstanding result 
was achieved in terms of accuracy, precision, and f1-score 
whereas the OS (25) has been extracted in the LLD of the 
OpenSMILE feature2. Furthermore, in experiment 6, the 
OpenSMILE with 88  time series-based features did not 
perform better than experiment 5 with OpenSMILE 25.
BiLSTM

The result of the same features has been used with the 
BiLSTM model and the result is shown in Table IV. As we 
can see, in experiment 9, the 13 MFCCs time series-based 
features outperform all other features. In addition, this feature 
achieved the best result in terms of accuracy (93.05%).

The BiLSTM models outperformed their unidirectional 
LSTM in terms of accuracy, precision, recall, and f1-score 
whereas on the other hand, the LSTM model obtained 
outstanding results for EER (6.15%) and min-tDCF (0.1917). 
While the BiLSTM model is capable of capturing complex 
temporal dependencies as shown in Table IV, these findings 
underscore the enhanced capability of BiLSTM models in 
leveraging bidirectional context (Table IV).

Experiments 4 and 10, where a combination of CQCC and 
MFCC is performed, did not lead to improving the result of 
both LSTM and BiLSTM models.

B. Fusion Models Result
In this section, the fusion models focus on combining the 

best-performing LSTM and/or BiLSTM experiments. A  total 
of 12 experiments were carried out 6 for each model with the 
top performers identified using various evaluation metrics. 
Initially, the two best experiments from both LSTM and 
BiLSTM models were selected, followed by the selection of 
the best metrics between the two. Eventually, the selection 
was expanded to include the top three and four experiments 
for each model. To ensure a comprehensive analysis, 
experiments were selected from Tables III and IV. An 
averaging technique was applied to merge the results from 
the selected experiments in these fusion models.

A fusion model of the top two experiments, 1 and 9, 
produced the best results (Table V) in terms of EER and 

2.	  https://audeering.github.io/opensmile-python/usage.html#process-signal

TABLE II
Experimental Setup Time Series‑Based Feature

Feature ID Time series‑based feature Dimension
CQCC_60 CQCC 60
CQCC_13 CQCC 13
MFCC_13 MFCC 13
MFCC_CQCC_26 MFCC+CQCC 26
OS_25 OpenSMILE 25
OS_88 OpenSMILE 88
CQCC: Constant q cepstral coefficients, MFCC: Mel‑frequency cepstral coefficients
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TABLE III
Long Short‑Term Memory Results with Different Types of Features

Experiment ID Feature Equal error rate % Min‑tDCF Accuracy % Precision % Recall % F1‑score %
1 CQCC (60) 6.15 0.1917 80.51 78.33 99.91 87.82
2 CQCC (13) 13.06 0.4476 58.60 54.10 99.51 70.09
3 MFCC (13) 9.35 0.2456 81.60 79.63 99.81 88.59
4 MFCC_CQCC (26) 11.52 0.3475 58.22 53.47 99.88 69.66
5 OS (25) 8.25 0.2292 88.55 87.50 99.69 93.20
6 OS (88) 9.80 0.2344 86.74 85.39 99.78 92.03
CQCC: Constant q cepstral coefficients, MFCC: Mel‑frequency cepstral coefficients

TABLE V
Fusion Model Result of Combining Different Types of Experiments

Fusion models Equal error rate % Min‑tDCF Accuracy % Precision % Recall % F1‑score %
1,4 4.28 0.17766 85.66 84.05 99.94 91.31
1,5 5.54 0.19461 88.32 87.03 99.93 93.03
1,9 4.06 0.15862 91.64 90.75 99.92 95.11
1,12 5.88 0.19494 88.45 87.20 99.91 93.12
5,6 8.26 0.21688 88.00 86.78 99.81 92.84
5,9 5.98 0.18099 92.04 91.32 99.79 95.37
7,12 8.71 0.21638 87.33 85.99 99.86 92.41
9.11 6.25 0.19408 92.21 91.60 99.69 95.47
9.12 6.07 0.18543 91.66 90.90 99.78 95.13
1,3,4 4.73 0.18489 77.03 74.41 99.97 85.31
1,3,5 4.86 0.17893 87.01 85.56 99.95 92.19
1,5,6 6.06 0.19496 89.08 87.97 99.84 95.53
3,5,6 7.39 0.20877 87.46 86.13 99.87 92.49
7,9,12 6.02 0.19064 88.65 87.45 99.88 93.25
9,11,12 6.11 0.20110 89.73 88.77 99.75 93.94
1,3,5,6 5.18 0.19382 87.53 86.14 99.95 92.53
7,9,11,12 6.02 0.19872 88.99 87.83 99.87 93.46
1,3,5,6,7,8,11,12 5.87 0.19818 87.71 86.34 99.93 92.64

TABLE IV
BiLSTM Results with Different Types of Features and Different Time Step

Experiment ID Feature Equal error rate % Min‑tDCF Accuracy % Precision % Recall % F1‑score %
7 CQCC (60) 9.74 0.3090 81.87 80.13 99.56 88.80
8 CQCC (13) 21.46 0.6325 62.03 58.60 98.42 73.46
9 MFCC (13) 6.29 0.1937 93.05 92.71 99.50 95.99
10 MFCC_CQCC (26) 11.02 0.3748 82.25 80.90 99.14 89.10
11 OS (25) 8.93 0.2380 89.39 88.62 99.49 93.74
12 OS (88) 8.33 0.2333 87.99 86.89 99.68 92.84
CQCC: Constant q cepstral coefficients, MFCC: Mel‑frequency cepstral coefficients

min-tDCF. The obtained results are 0.15862 for min-tDCF 
and 4.06% of EER. Consequently, in experiments 9 and 11, 
the best fusion model improved its accuracy and precision to 
92.21% and 91.60%, respectively.

Based on the findings in Table V, the fusion model that 
combines CQCC and MFCC features (specifically fusion [1,4] 
and fusion [1,9]) shows that using the fusion of these features 
results in improved performance, particularly by achieving 
lower EER and min-tDCF values. It can also be inferred that 
combining different types of features and classifiers enhances 
the model’s overall performance. However, unlike the EER, 
the fusion models did not outperform the single model in 
terms of accuracy (93.05%) and precision (95.99%) when 
compared to the single model in experiment 9.

C. Attack-Based Analysis Result
The ASVspoof 2019 logical access dataset comprises 13 

unseen attacks within the evaluation subset. The attack-based 
analysis section aims to identify the attack type with the 
most noticeable effect on the overall result. Within the LA 
subset, attack types range from A07 to A19. Each attack type 
consists of a total of 4914  samples, whereas 7355  samples 
are categorized as bonafide.

Fig.  6 offers insights into the performance of both the 
LSTM (left) and BiLSTM (right) models utilizing CQCC 
(60) in detecting spoofs created by various attack types 
(including A07, A09, A16, and A19) within the LA subset, 
showcasing the percentage of missed samples for each attack 
type.
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The LSTM model demonstrates superior performance 
in detecting bonafide, A07, A09, A12, A16, and A19. 
In contrast, the BiLSTM model surpasses the LSTM in 
identifying attacks A10, A11, A14, and A15, yielding better 
results. However, it also struggles with misclassifications for 
attacks A13, A17, and A18.

Fig. 7 shows that utilizing CQCC with 13 dimensions did 
not yield improved results when compared to using CQCC 
with 60 dimensions. Despite the lower dimensionality, the 
performance of both LSTM and BiLSTM models did not 
significantly improve. Interestingly, among the attacks, only 
A07, A16, and A19 were consistently identified correctly by 
both models, irrespective of the dimensionality of the CQCC 
feature. This suggests that while reducing the dimensionality 
of the feature may offer computational advantages, it does 
not necessarily enhance the models’ ability to accurately 
classify certain attack types.

Fig.  7. Miss classification of samples for each attack type 
of constant Q cepstral coefficients feature of 13 dimensions 
with long short-term memory (left) and bidirectional long 
short-term memory (right) models.

Even though the BiLSTM model demonstrated a higher 
misclassification rate of bonafide samples at 3.97%, the 
LSTM model showcased improved performance with a 
lower misclassification rate of 1.27%, as illustrated in Fig. 8. 
Moreover, it is noteworthy that despite this difference, the 
BiLSTM model exhibited superior performance in detecting 
all attack types when utilizing MFCC features, outperforming 
the LSTM models employing the same features. This 
suggests that while the LSTM model may excel in certain 
aspects, such as accurately classifying bonafide samples, the 
BiLSTM model shows promise in overall attack detection 
when leveraging MFCC features.

Fig. 8. Miss classification of samples for each attack type of 
mel-frequency cepstral coefficients feature of 13 dimensions 
with long short-term memory (left) and bidirectional long 
short-term memory (right) model.

In the LSTM model (depicted in Fig.  9), although the 
results differ from those of the BiLSTM model for attack 
types A07 to A16, the misclassification rate of bonafide 
samples is lower with LSTM at 0.53% compared to the 
BiLSTM models.

Fig. 6. Miss classification of samples for each attack type of constant Q cepstral coefficients feature of 60 dimensions with long short-term memory 
(left) and bidirectional long short-term memory (right) models.

Fig. 7. Miss classification of samples for each attack type of constant Q cepstral coefficients feature of 13 dimensions with long short-term memory 
(left) and bidirectional long short-term memory (right) models.
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Fig.  10 shows the misclassification outcomes based 
on attack types using OpenSMILE with 25  time series-
based features. While both the LSTM and BiLSTM models 
demonstrate similar overall performance, they both notably 
enhance the identification of A07, A09, A10, A11, A12, A13, 

A14, A15, and A16 attack types. However, both models 
exhibit a significantly higher rate of misclassification for A18, 
A17, A08, and A19 attacks, as well as bonafide samples.

Fig.  11 illustrates the percentage of misclassified samples 
by both LSTM and BiLSTM models across various attack 

Fig. 10. Miss classification of samples for open-source speech and music interpretation by large-space extraction of 25 dimensions with long short-term 
memory (left) and bidirectional long short-term memory (right) model.

Fig. 8. Miss classification of samples for each attack type of mel-frequency cepstral coefficients feature of 13 dimensions with long short-term memory 
(left) and bidirectional long short-term memory (right) model.

Fig. 9. Miss classification of samples for mel-frequency cepstral coefficients and constant Q cepstral coefficients combined features of 26 dimensions 
with long short-term memory (left) and bidirectional long short-term memory (right) model.
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Fig. 11. Miss classification of samples for open-source speech and music interpretation by large-space extraction of 88 dimensions with long short-term 
memory (left) and bidirectional long short-term memory (right) model.

types, utilizing OpenSMILE features with 88 dimensions. 
Figs.  10 and 11 yield comparable results for OpenSMILE 
features with 25 dimensions and 88 dimensions, respectively. 
Although the misclassification rate for all attack types 
(excluding A17, A18, and A19) remains below 7% for 
both features with LSTM and BiLSTM, challenges arise in 
accurately detecting attacks A17 and A18.

Notably, all models with CQCC, MFCC, and OpenSMILE 
features succeeded in detecting the attack types but 
exhibited higher rates of misclassification for A17 and 
A18. The BiLSTM model had the lowest misclassification 
rate for attack A17 of 11.66% with 13 features of MFCC. 
Subsequently, the BiLSTM model with 13 features of CQCC 
obtained 45.62% with the lowest misclassification rate among 
all other types of features. The findings from Figs. 6-11 lead 
to the conclusion that detecting attack types A17, A18, and 
A19 poses greater difficulty compared to other attack types. 
While the BiLSTM model excels in detecting attacks A17, 
A18, and A19, the LSTM model achieves superior results in 
the term of EER and min-tDCF.

VII. Conclusion
In this paper, an extensive investigation has been conducted 
on the effect of LSTM and BiLSTM model of the ASVspoof 
2019 logical access dataset with a time series-based feature. 
The use of single and fusion versions of features on unseen 
attacks affects the spoof detection model. The investigations 
lead to the conclusion that having a higher number feature 
of time steps cannot guarantee improvement in the model’s 
performance. In addition, the BiLSTM model outperforms 
the LSTM almost in all types of features. This indicates 
the usefulness of the BiLSTM model for time series-based 
features in contributing the spoof detection. Furthermore, 
within the logical access subset, the attacks A17, A18, and 
A19 are more challenging to detect. However, the CQCC 
feature achieved the lowest EER of 6.15% as a single system 
and an EER of 4.06% of the fusion model and the highest 
accuracy among all other features with 93.05% gained with 
the MFCC feature as a single system.
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Abstract – Micropollutants, an array of organic compounds such 
as pharmaceuticals, personal care products, and agrochemicals, are 
pervasive in contemporary ecosystems, posing significant threats 
to environmental health even in trace concentrations. Therefore, 
exploring an efficient and effective technique to remediate these 
pollutants is essential. Nitrification–denitrification (ND) have 
emerged as one of the most sustainable treatment methods 
that effectively mitigate micropollutants while facilitating their 
biotransformation. This review provides a comprehensive analysis 
of the intricate interactions fundamentally and mechanically 
between the ND process and the influencing factors, such as 
dissolved oxygen (DO) concentration and pH optimization, which 
are vital to the success of micropollutant biotransformation. 
Insights gained from this examination contribute to a deeper 
understanding of microbial strategies, which offer potential avenues 
for sustainable environmental management and the protection of 
ecosystem integrity.

Index Terms – Biotransformation, Denitrification, Micropollutant, 
Nitrification, Wastewater treatment

I. Introduction
Nitrification and denitrification (ND) are crucial processes 
in wastewater treatment and environmental sciences, 
playing a significant role in the fate and transformation of 
micropollutants such as pharmaceuticals, personal care 
products, and agrochemicals, are typically present in 
wastewater at concentrations ranging from a few nanograms 
per liter to several micrograms per liter (Suneethi et al., 
2015). Despite their low concentrations, these compounds 
can be toxic, mutagenic, genotoxic, and disruptive to 

endocrine systems, raising concerns about their impact on 
environmental and human health (Alzate Marin, Caravelli 
and Zaritzky, 2016; Miao et al., 2019). Conventional 
wastewater treatment plants (WWTPs) primarily focus 
on removing pathogens, total suspended solids (TSS), 
biochemical oxygen demand (BOD), and chemical oxygen 
demand (COD) (James and Vijayanandan, 2023), whereas 
nitrogen and micropollutants are left behind in the discharged 
of the so-called treated wastewater (Phan et al., 2014). This 
partially treated wastewater discharge is a significant global 
concern, with an estimated 80% of wastewater worldwide 
being inadequately treated (WWAP, 2017). This underscores 
the urgent need for sustainable and cost-effective solutions 
for nitrogen and micropollutant removal.

Biological treatment methods, particularly those 
involving ND, are crucial in eliminating the amount of 
existing nitrogen and the majority of the micropollutants. 
Because ND processes utilize microbial activity to convert 
ammonia (NH₃) into nitrogen gas (N₂), simultaneously 
reducing nitrogen levels and transforming micropollutants. 
However, the efficiency of ND processes is influenced by 
various factors, including the types of pollutants, microbial 
community composition (the variety of microorganisms and 
their food [M\F]), and operational conditions such as DO 
concentration, pH, and hydraulic retention time (HRT), the 
retention time of the sludge (SRT), aeration time, temperature, 
salinity, the sludge characteristics, and reactor configuration 
(Smith, 1978; Wang et al., 2020). Because the sensitivity 
of the microorganisms increases exponentially with various 
sources of pollutants; hence, microbial sensors could be 
used to quantify nitrifiable compounds and detect the effects 
of nitrification inhibiting (Hammar, 2002). Reid (1907) 
explained that the efficiency of this system is indirectly 
related to the pore size of the used filter particles, so the finer 
the particles are the better the effluent will be to discharge. In 
addition, dissolved oxygen concentration (DO), the ratio of 
carbon to nitrogen (C:N), the variety of microorganisms and 
their food (M\F), the retention SRT, the retention time for the 
hydraulic (HRT), pH, aeration time, temperature, salinity, the 
sludge characteristics, and reactor configuration contribute in 
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the efficiency determination (Smith, 1978; Wang et al., 2020). 
Each one of the mentioned factors has its contribution to the 
system efficiency, for example, existing DO is crucial in the 
ND process as it directly proportioned to removing efficiency 
of total nitrogen (91.17% total nitrogen removal at 1  mg/L 
DO concentration) (Huang et al., 2022).

NO3
−-N is not the only pollution that needs attention, 

micropollutants, such as pharmaceuticals, personal care 
products, industrial chemicals, and pesticides that are 
anthropogenic compounds (Luo et al., 2014) as well are 
vital in the cleaning process. The concentration of these 
micropollutants varies from a few ng/L to several μg/L (Wang 
and Wang, 2016). Even though these micropollutants exist 
in very low concentrations, they can be toxic, mutagenic, 
genotoxic, resistant to antibiotics, and disruptive to endocrine 
(Marti et al., 2014).

This review aims to synthesize current research 
on the effectiveness of ND in wastewater treatment, 
with a particular focus on the factors that enhance the 
process for both nitrogen and micropollutant removal. 
Therefore, by analyzing existing knowledge, the process’s 
adaptability can be assessed in diverse treatment scenarios 
and explores the fate of micropollutants in these systems. 
The goal is to provide insights that will inform the 
development of more efficient and sustainable wastewater 
treatment strategies.

II. Mechanism and Pathway of Nd
According to Liu et al. (2010), depending on the existing 

microbial populations and the achieved redox conditions with 
the flocs’ physical nature, the mechanisms in this process can 
be categorized into several pathways: direct conversion of 
ammonia into di-nitrogen gas, and autotrophic nitrification, 

heterotrophic denitrification, heterotrophic nitrification, 
and aerobic denitrification (Liu et al., 2010; James and 
Vijayanandan, 2023) (Fig.  1). Besides, the production of 
various microbial enzymes contributes to the biological 
degradation pathways. The floc size and density are essential 
contributors to the DO diffusion, Aeration rate and time, 
organic matter, and nitrogen concentration (He, Xue and Wang, 
2009). The key factor in biological treatment is the microbial 
community, therefore enhancing the existence of the vital 
microorganisms based on the types of micropollutants through 
optimizing the environmental condition, such as carbon source, 
temperature, pH, aeration pattern, DO concentration, and free 
ammonia is crucial (Xiao and Tang, 2014). For example, 
autotrophic and heterotrophic bacteria grow in two different 
environments depending on the DO concentration, therefore, 
for these two different bacteria to coexist, enhancement should 
be the priority (Chang et al., 2019).

A. Conventional Autotrophic Nitrification and Heterotrophic 
Denitrification

All the sources of nitrogen (total nitrogen) when it 
reaches the sewer system immediately naturally undergo 
a series of transformations starting with the hydrolysis of 
organic nitrogen to ammonia (NH3), then it automatically 
converts into ammonium (NH4

+) depending on the pH of 
the water (American Water Works Association, 2013). The 
amount of NH4 increases when the pH is low (acidic water) 
and vice versa (Bueno et al., 2018). The presence of novel 
bacteria in conventional nitrification is involved mostly in 
the establishment of the nitrification and denitrification of 
hydrolyzed sewage (Chai et al., 2019; Jia et al., 2020); thus, 
process will take place in mainly two stages; nitrification 
and then denitrification (Alzate Marin, Caravelli and 
Zaritzky, 2016).
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+ N2

NH4 +-N
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Fig. 1: Pathways of nitrogen transformation (James and Vijayanandan, 2023).
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First: Autotrophic nitrification
The autotrophic bacteria (nitrifiers) using ammonia 

monooxygenase (AMO) and nitrite reductase enzymes 
convert the existing ammonium (NH4 

+-N) into 
nitrite (NO2 

−-N) and then oxidize the latter into 
nitrate (NO3 

−-N) in various biological processes using DO 
(Smith, 1978). In this stage, most total organic carbon is 
reduced compared to the anaerobic zone (50% of COD 
is removed) (Khin and Annachhatre, 2004; Alzate Marin 
et  al., 2016). Furthermore, research indicates that nitrifying 
enzymes significantly contribute to the cometabolic 
biotransformation of organic micropollutants. This process 
involves the simultaneous oxidation of ammonia and the 
degradation of various pollutants, including pharmaceuticals, 
under nitrifying conditions (Kennes-Veiga, et al., 2022). In 
addition, micropollutant degradation can be enhanced by 
certain phosphorus-accumulating organisms (PAOs) during 
nitrification (Kolakovic et al., 2022).

The nitrification process is sensitive to environmental 
factors such as the depth of the wastewater, pH, temperature, 
and the presence of specific chemicals, for example, 
nitrification can be enhanced by adding CaO, which 
maintains a pH of 8–9, whereas inhibitory substances 
such as chlorine lime and aluminum sulfate can hinder the 
process (Smith, 1978; Thakur and Medhi, 2019). In addition, 
the stability of nitrification is often challenged by the 
accumulation of nitrite-oxidizing bacteria (NOB) in nitrite-
rich conditions (Li et al., 2013), which can be mitigated by 
optimizing the growth environment for nitrifiers (Di Capua 
et al., 2022). However, this could be enhanced through 
optimum conditions provision for the microorganisms, which 
leads to a significant increase in the efficiency of the process 
hence overcoming the limitations (Abu Bakar et al., 2018; 
Ma et al., 2017) which also make the structure cost-effective 
(Yan et al., 2019; Yang and Yang, 2011).
Second: Heterotrophic denitrification

This is a key process in environmental engineering, that 
is performed by many different groups of microbes, such as 
Bacillus cereus and Bacillus tequilensis (Saïd et al., 2014). 
Following nitrification, when oxygen is depleted (under 
anoxic conditions), where heterotrophic bacteria use nitrate 
as an electron acceptor in the absence of oxygen for their 
respiration and the creation of nitrogen gas (N2) which 
bubbles out of the water (Zhang, Yang and Furukawa, 
2010). This process not only reduces nitrogen levels but 
also decreases biochemical oxygen demand (BOD) by up 
to 80% as declared by Zhang, Yang and Furukawa, 2010. 
Interestingly, denitrification might occur even in well-
oxygenated conditions within particulate matrices, where 
microcolonies of denitrifying bacteria metabolically shade 
each other (Smriga et al., 2021). Besides, Xu et al., (2015) 
explained that simultaneous nitrification and denitrification 
are more efficient and promising in removing nitrogen, 
chemical oxygen demand, sulfide, and micropollutants. 
Although stimulated nitrification–denitrification (ND) 
are cost-effective, consumes low energy, produces little 
sludge, and has a small footprint as elucidated by James 

and Vijayanandan in 2023, it cannot be applied to treat 
mainstream wastewater. During this process, nitrite and 
nitrate, nitrous oxide, and nitric oxide reductase are produced 
by denitrifiers to catalyze the reactions (Singh et al., 2022).

B. Heterotrophic Nitrification and Aerobic Denitrification
Denitrification can occur by different types of aerobic 

heterotrophic bacteria that produce N2 gas using NO3 
−-N as 

oxidizing agents; however, the vital enzyme that is essential in 
this process is periplasmic nitrate reductase, which is normally 
found in aerobic nitrifiers (Bucci et al., 2021; Ji et al., 2015; 
Qu et al., 2015); therefore, aerobic denitrifies (heterotrophic 
nitrification) utilize organic carbon to perform nitrification 
(Rout et al., 2017; Song et al., 2021). Removing nitrogen 
under saline conditions using isolated halophilic stains, and 
Halomonas campisalis ha3 was efficient (Guo et al., 2013). 
This process is particularly efficient in environments with low 
temperatures or high salinity, where traditional nitrification and 
denitrification processes might be less effective (Song et al., 
2021).

C. Direct Conversion of Ammonia into Di-nitrogen Gas
In this process, some microorganisms, such as Cupriavidus, 

and Thiosphaera pantotropha, convert NH4
+ to N2 directly 

by first, producing hydroxylamine (NH2OH) by AMO under 
aerobic conditions through hydroxylation of NH4 +-N, and 
next, oxidizing NH2OH to NO2 −-N by hydroxylamine 
oxidase, then the latter is directly transferred to N2 (figure 1) 
(James and Vijayanandan, 2023). This pathway, while less 
common, highlights the diversity of microbial strategies 
available for nitrogen removal in wastewater treatment.

III. Factors Affecting Nd
Physicochemical and operational parameters are the key 

factors that control the efficiency of this process; therefore, 
optimizing these factors helps in treating wastewater using 
the ND process. The essential factors that play a role in the 
procedure are as follows:

A. pH
In general, the performance of the ND system can be 

evaluated using pH as an indicator, because pH in the reactor 
controls the amount of the existing microorganisms and 
their types as well (Hayatsu, Katsuyama and Tago, 2021; 
Huang et al., 2023) 3.5  g alkalinity is produced due to the 
reduction of 1  g NO3 –N in denitrification, whereas 7.14  g 
of alkalinity is consumed due to the oxidation of 1  g NH4 
+–N in nitrification; thus, pH can be maintained without any 
chemical additions (He, Xue and Wang, 2009). In addition, 
lead and copper are released from their bearing materials 
due to the reduction in pH and DO by nitrification (Zhang, 
Yang and Furukawa, 2010). Lead release increased from lead 
piping when pH was >7.5  (100  mg/L alkalinity as CaCO3); 
however, soluble lead release increased 65  times more when 
pH was < 6.5 (American Water Works Association, 2013). 
Maintaining an optimal pH is critical for both processes, 
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generally within the range of 6.5–7.5 for denitrification 
(Gan et al., 2019; Hayatsu, Katsuyama and Tago, 2021; 
Huang et al., 2023) and 8–8.4 for nitrification (He, Xue and 
Wang, 2009). For the highest specific rate of nitrate reduction, 
a pH of 10.5 may be required (Dhamole et al., 2008), 
whereas a range of 7–7.5 is optimal for overall ammonium 
and total nitrogen removal (Hossini et al., 2015). However, 
the acidophilic partial nitrification process recently has been 
developed for nitrification to occur effectively at a pH of 
lower than 6 even achieving stable nitrogen removal rates at 
5.36 (Qian et al., 2019; F. Zhang et al., 2024). Therefore, the 
biotransformation of micropollutants’ efficiency is determined 
significantly by the pH (Zhou et al., 2023)

B. Temperature
Temperature controls microbial growth, as it affects enzyme 

denaturation, metabolism rate, and the overall efficiency of 
the ND process (Zhang et al., 2009). This parameter is directly 
proportioned to the micropollutant biotransformation and ammonia 
oxidation rate; however, it is inversely proportional to DO 
concentration (Fernandez-Fontaina et al., 2012). Hence, inhabited 
denitrification occurs when the temperature gets lowered (around 
15°C) (Kanda et al., 2016), while the removal efficiencies drop 
from 98.0% at 18°C to 78.1% at 13°C for nitrification (Zhang 
et al., 2019). The optimum temperature for nitrifiers is 22–27°C, 
whereas it is 20–40°C for denitrifiers (He, Xue and Wang, 2009). 
Nitrate nitrogen removal was nearly 99.26% at 40°C (Qu et al., 
2022). The activity of certain microbial pathways increases at 
higher temperatures causing the N2O gas emission which leads to 
a potent greenhouse gas (Nair et al., 2021). Hence, enhancing the 
ND process requires maintaining a temperature range of 18–35°C 
(James and Vijayanandan, 2023).

C. Free Ammonia and Salinity
Free ammonia and salinity can significantly limit 

the existence of both the growth of ammonia-oxidizing 
bacteria (AOB) and NOB (Xiao and Tang, 2014; Zhu et al., 
2015). The efficacy of AOB in degrading pharmaceutical 
compounds has been documented, as the broad substrate 
specificity of AOB allows them to metabolize a variety 
of micropollutants, thereby improving their removal from 
wastewater (Sharma et al., 2023).

It has been indicated that nitrification can be promoted 
when the concentration of free ammonia is nearly 10–
15  mg/L, whereas Nitrosomonas which is essential for the 
effective nitrification processes becomes abundant the higher 
levels (Statiris et al., 2022; Sun et al., 2012).

Besides, salinity is inversely proportional to the 
ammonium oxidation rate; higher salinity levels decrease the 
ammonium oxidation rate, with a reduction by half observed 
when salinity increases from 2% to 1% (She et al., 2018). 
In addition, within high saline wastewater, halophilic or 
halotolerant species that are not that efficient at removing 
nitrogen will increase (Arumugham et al., 2024a; Zhou et al., 
2023). At high salinity, ND can be enhanced through the NO2 
−-N pathway, because NOB are more sensitive to the salinity 
(Corsino et al., 2016).

D. DO Concentration
The existence of DO is a crucial factor that determines 

the type of bacteria that work on the nitrification (needs 
>2  mg/L) and denitrification (<0.2  mg/L) process (Pochana 
and Keller, 1999). High DO is necessary for the maximum 
removal of COD and NH4 

+N, as the availability of organic 
carbon is low in the flocs (James and Vijayanandan, 2023). 
However, nitrogen removal efficiency decreases when DO 
levels are higher than 3  mg/L, this also leads to increased 
nitrous oxide emissions (Li et al., 2020).

Sarioglu et al. (2009) manifest that around 1.8  mg O2 
per litter is sufficient to remove about 85–95% nitrogen for 
sustaining simultaneous ND in a membrane bioreactor. On the 
contrary, the persistence of certain micropollutants increases 
in the oxygen-activated sludge ND process (Levine, Meyer 
and Kish, 2006). Besides, the proliferation of heterotrophic 
bacteria is promoted due to the organic carbon utilization that 
leads to less organic carbon penetration into flocs (Liu et al., 
2010), thus, with a high rate of DO, the electron acceptors 
shift from NO3 −-N/NO2 −-N to oxygen for denitrifies. 
Therefore, to improve the breakdown of micropollutants, 
recent advancements in wastewater treatments have focused 
on optimizing DO levels (Zhang et al., 2024).

E. Food/Microorganism (F/M)
The F/M ratio is essential for reducing competition 

between heterotrophic and autotrophic nitrifiers. Besides, 
the provision of a sufficient amount of carbon substrates 
for denitrification is important (James and Vijayanandan, 
2023). A  low C/N ratio typically enhances nitrification, 
whereas denitrification gets suppressed; thus, it is essential 
for micropollutants to be metabolized and transformed by 
microorganisms (Arumugham et al., 2024a). F/M can be 
increased due to the maintenance of a high concentration 
of mixed liquor volatile suspended solids in the membrane 
bioreactor, leading to an increase in NH4 +-N Removal (He, 
Xue and Wang, 2009).

F. HRT
The contact time between microorganisms and pollutants 

is important because the removal efficiency lowers once the 
contact time is insufficient (Wang et al., 2017a). HRT also 
impacts the diversity and richness of microbial communities, 
which are crucial for effective denitrification (Liu et al., 
2010). Chang et al., (2019) explain that removing NH4 
+-N and total nitrogen (TN) decreases by 42.11%, and 
49.5% when the retention time was lowered from 12  h to 
4  h, respectively. Even with low HRT, the availability of 
carbon substrate can maintain high denitrification efficiency 
(Pous et al., 2017a; Wang et al., 2017a). Song et al., 
(2020) declared that, for maximizing nitrogen removal, it is 
necessary to have an optimal HRT of around 5–6  h, based 
on the influent nitrate concentration, whereas denitrification 
performance improves when HRT get increased, however, 
excessively long HRTs cause nitrite accumulation and 
decrease treatment efficiency (Wang et al., 2017b). A  study 
highlighted that increasing HRT can improve denitrification 
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performance by providing sufficient contact time between 
substrates and denitrifying bacteria. Optimized HRT ensures 
efficient hydraulic shear, which helps in forming denitrifying 
granular sludge. However, excessively long HRTs may lead 
to decreased treatment efficiency and nitrite accumulation, 
indicating a need for careful management of HRT to balance 
performance and efficiency (Pous et al., 2017b). In general, 
HRT through ND processes enhances the biotransformation 
of micropollutants (Ilies and Mavinic, 2001).

G. SRT
SRT is a critical loading parameter that influences the 

growth rate of microorganisms, nutrient transformations 
involved in ND, effluent concentrations, and treatment 
efficiency (Clara et al., 2005), especially in the secondary 
clarifier, where it can impact effluent quality (James et al., 
2015). Longer retention times may provide microbes with 
more time to perform these processes, whereas shorter 
retention times could potentially limit their effectiveness; 
thus, optimizing SRT is essential in managing and enhancing 
the efficiency of ND systems. In general, SRT is longer than 
HRT to allow sufficient time for microbial reproduction 
(Clara et al., 2005). It has been indicated that for nitrification 
to be effective and efficient, 10–20 days is vital, whereas the 
optimal SRT is 10–30  days for efficient denitrification (Li 
and Wu, 2014).

H. Aeration Time
Ammonia-nitrogen oxidation is affected by the aeration 

rates and patterns, for instance, 99% nitrification efficiency 
was achieved with the aeration rates of 9 L-air/min (Mota 
et al., 2005). Besides, the removal and the composition of 
nitrifying bacterial communities greatly lie on lengths of 
aeration and non-aeration periods, for example, higher 
levels of certain AOB were achieved at short aeration times 
(e.g., 30  minutes), but for effective denitrification longer 
non-aeration periods (up to 4  h) was essential (Landi and 
Lu, 2022). Thus, oxidizing NH4 +-N completely is based 
on the aeration time (Abbassi, et al., 2014); however, 
temperature plays an important role as well, which is 
inversely proportioned with aeration (Zhang et al., 2009). 
Over-aeration can lead to NO₂⁻-N accumulation and the 
deterioration of nitrification efficiency (Peng et al., 2004). 
Recently, the importance of aeration has been interconnected 
with ND processes to achieve the most effective treatment 
of wastewater containing micropollutants (Ghasemi, Hasani 
Zonoozi and Hoseini Shamsabadi, 2024).

IV. Reactor Configuration
Two factors control the efficiency of the configuration: 

the gradient of DO concentration, and the creation of an 
anoxic microenvironment inside the flocs (Yan et al., 2019). 
Besides, the intermittent feeding and microbial community 
composition represent the reactor conditions that significantly 
influence the removal efficiency of micropollutants 
(Gonzalez-Gil, Carballa and Lema, 2017).

The reactor should be designed in a way that guarantees 
the coexistence of nitrifiers and denitrifiers at a gradient 
concentration of DO; furthermore, the formation of flocs 
that have optimum size and density is essential in the reactor 
(James and Vijayanandan, 2023). For instance, in the Closed 
Down-Flow Hanging Sponge Reactor, DO concentration 
should be 1.2 mg-O2/L to achieve significant nitrite 
production while maintaining high ammonium removal rates 
(Landi and Lu, 2022).

Zhang et al., in 2009, claimed that the thickness of biofilm 
in the attached growth system affects total nitrogen removal 
and organic carbon significantly. The thicker the biofilm is, 
first; the more diffusion of organic carbon occurs using less 
oxygen (Li and Irvin, 2007), second; a favorable anoxic 
environment denitrifying bacteria can be developed due to 
the penetration of oxygen (0.20–0.25  mm depth) into the 
thicker biofilm (Gieseke et al., 2002). Besides the thickness, 
aeration time is vital as well, for example, the penetration 
increases up to 1.5  mm when the time is increased up 
to 3hrs (James and Vijayanandan, 2023). To optimize 
and enhance, this process, prediction, and prevention of 
interferences of biotransforming micropollutants with a focus 
on the biodegradability of potential inhibitory compounds is 
essential (Pagga, Bachner and Strotmann, 2006). This can 
be simulated by a computer model (Sanz et al., 1996). For 
example, a model in continuous up-flow filters, which has 
been validated in a semi-scale filtration plant for nitrification 
was stimulated by Qi in 2009; while a kinetic model 
highlighted the role of carbon sources and the potential for 
nitrite accumulation in the denitrification process (Michioku 
et al., 2016).

V. Biotransformation
Biotransformation in the environment refers to how living 

organisms, particularly microorganisms, chemically modify 
or break down pollutants, toxins, or other organic compounds 
into less harmful or more easily degradable substances. This 
process plays a critical role in the natural detoxification of 
ecosystems and can involve various metabolic pathways, 
often leading to the complete mineralization of pollutants into 
basic inorganic compounds such as water, carbon dioxide, 
and minerals (Schwarzenbach, Gschwend and Imboden, 
2017). Because all biological reactions are enzyme-catalyzed, 
biotransformation includes the vitro enzymatic reactions, 
metabolism of the compounds, and biosynthetic pathways in 
the plants (Doble, Kruthiventi and Gaikar, 2004). Recently, 
complete ammonia oxidizers (comammox), these bacteria 
are the complete ammonia oxidizers have been discovered 
that can oxidize ammonia to nitrate in a single step, hence 
enhancing micropollutant biotransformation (Han et al., 2019).

Biotransformation seems to be the key to developing eco-
friendly methods, in which enzymes are mostly in control. 
They elucidate that there are six groups of enzymes: ligases 
catalyze, oxidoreductases catalyze oxidation-reduction, 
transferases mediate, hydrolases catalyze the hydrolysis, 
lyases catalyze, and isomerases (Radley et al., 2023). There 
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are plenty of different micropollutants that have been treated 
using biotransformation, for instance, anti-cancer drugs (Gao 
et al., 2013). Every aspect of pesticide biotransformation 
in plants and microorganisms concludes that the persistent 
variation of pollutants in the process (Hall, Hoagland and 
Zablotowicz, 2000).

VI. Fate of Micropollutants
Micropollutants are emerging contaminants found in 

wastewater at low concentrations but with potentially harmful 
effects. Consuming water bodies that contain micropollutants 
is harmful to humans, therefore, removing them is vital 
(Phan et al., 2014). In general, the fate of micropollutants 
in WWTPs is governed by various processes, including 
biotransformation, photo-degradation, volatilization, 
and sorption which are commonly used in reducing 
micropollutants in treated effluent (Lakshminarasimman 
et al., 2018). However, the physicochemical properties of 
micropollutants and the treatment conditions determine the 
removal efficiency (Jonas et al., 2015).

Cometabolism is a primary degradable substrate used 
in this process, which produces biomass and acts as a 
source of electron donors (James and Vijayanandan, 2023). 
Besides the organic matter, micropollutants can act as 
an energy and carbon source for microbes; however, the 
ratio and concentration of both primary substrates and the 
micropollutants are essential (Dawas-Massalha et al., 2014; 
Tiwari et al., 2017).

In tandem with these, aeration, hydraulic, solid 
retention time, and redox condition are also critical 
operational parameters to determine the success of the 
process (Arumugham et al., 2024b). Nitrification helps 
the degradation of micropollutants through cometabolism 
(Dorival-García et al., 2013), for instance, ethinylestradiol, 
naproxen, and roxithromycin were transformed in a 
nitrification process (Suarez, Lema and Omil, 2010). This 
transformation is done through the production of the AMO 
enzymes by AOB (Dorival-García et al., 2013; Alvarino 
et al., 2018). That enzyme contributes to the degradation 
depending on the micropollutant’s diffusion across the cell 
membrane, and their structure as well (Fernandez-Fontaina 
et al., 2012). Although not all micropollutants are degradable 
in nitrifying conditions, redox is the best condition for this 
purpose, due to mono-  and di-oxygenase enzymes that are 
produced by both nitrifying and denitrifying bacteria (Dawas-
Massalha et al., 2014; Hammer and Palmowski, 2021).

The redox conditions are vital in secreting various 
enzymes by microbial communities and the structure 
of the micropollutants is of great importance when it 
comes to biotransformation (Tiwari et al., 2017), for 
example, sulfamethoxazole, trimethoprim, and atenolol 
degrade perfectly in any condition (anaerobic, anoxic, 
and aerobic conditions); atenolol and trimethoprim were 
removed efficiently at anaerobic reactor (Alvarino et al., 
2018; Lakshminarasimman et al., 2018); however, some 
others such as carbamazepine, diazepam, and diclofenac 

were not undergoing any biotransformation at all (Sipma 
et al., 2010). In general, biodegradation makes simpler, less 
toxic, or completely mineralized into CO2 products (Tiwari 
et al., 2017). It is worth mentioning that during nitrification, 
microplastics affect negatively on ammonia oxidation rate, 
but positively on denitrification (Li et al., 2020).

VII. Conclusions
Nitrification and denitrification processes can help in 
biotransforming micropollutants and removing total nitrogen 
by harnessing the inherent capabilities of microorganisms 
to safeguard water quality. Recent research has highlighted 
the critical role of nitrifying enzymes in the cometabolic 
biotransformation of organic micropollutants. Besides, 
the discovery of comammox that are capable of oxidizing 
ammonia to nitrate in a single step, presents new 
opportunities for improving the efficiency of micropollutant 
biotransformation in wastewater treatment systems. 
Furthermore, enhanced biological phosphorus removal 
systems show a great contribution to micropollutant 
degradation by certain PAOs.

This process can be enhanced to make the process more 
efficient by controlling the gradient of DO in the same 
reactor within the flocs to co-exist with auto and heterotroph 
bacteria. Shifting from one mechanism to another depends 
on the microbial community, which can be influenced by 
operational parameters (e.g., DO, SRT, and HRT).

The efficiency of this system depends strongly on 
microbial diversity, environmental conditions (For example, 
the concentration of DO, the C:N ratio, microorganisms’ 
food, the retention time for the hydraulic, pH, aeration time, 
temperature, salinity, the sludge retention ratio and sludge 
characteristics, and reactor configuration), and the specific 
nature of micropollutants. However, among the environmental 
factors, optimizing DO, and pH are the most critical 
parameters to the success of the process of micropollutant 
biotransformation. Besides, controlling sludge production 
caused by freeing N2 into the atmosphere is challenging 
as well, thus innovating and adjusting a proper system is 
vital. ND process for micropollutant biotransformation 
was reviewed as a potential biological treatment process 
in removing carbon, nitrogen, and micropollutants from 
wastewater, which holds immense promise for sustainable 
and environmentally friendly solutions.
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Abstract––In this study, the performance of suggested scenarios 
for part input sequences in a 3-machine robotic cell producing 
different parts is determined through the application of data 
envelopment analysis (DEA) and the Banker–Charnes–Cooper 
model. A single gripper robot supports the manufacturing process 
by loading and unloading products and moving them inside the 
system. This study addresses random machine failures and repairs 
to minimize cycle time based on two robot move cycles in a three-
machine robotic cell and overall production costs. Here, simulation 
assists in the modeling of uncertainty and a simulation-based 
optimization approach is applied to find the best scenarios for 
sequencing patterns in the cell through several numerical examples 
using DEA. The results displayed that, efficient scenarios satisfying 
minimum time and cost, are those, in which the percentages of 
operations assigned to the machines are close to each other. This 
enables decision-makers in manufacturing systems to make precise 
selections of the optimal part sequencing pattern with the lowest 
production cost and cycle time for robotic cells.

Index Terms—Data envelopment analysis, Part 
sequencing, Robotic cell, Scenario design, Simulation.

I. Introduction
The dominance of robotic systems has arisen as a pivotal 
point of both academic and industrial consideration, obtaining 
considerable attention (Ali, 2024). A  robotic manufacturing 
cell consists of computer numerical control (CNC) machines 
with at least one robot (to pick up products and load/unload 
the machines). Consideration is given to the problem of 
part sequencing in a robotic cell served by a single gripper 
robot and three machines that produce different parts. We 
are interested in minimizing cycle time and production 

costs. Cycle time is the average time required to process a 
component in a system. In the majority of published studies, 
cycle time minimization has served as the objective function 
for part sequencing problems. (Vaisi, Farughi and Raissi, 
2022) Surveyed recent developments in the problems of 
robotic manufacturing systems between 2005 and 2021, 
including the problem of determining optimal part sequencing 
in robotic manufacturing cells.

Simultaneous optimization of the robotic move sequence 
and part input sequence was studied by (Zhao and Guo, 2018), 
and an effective chemical reaction optimization (ECRO) 
was proposed as an encoding solution method. How to 
incorporate machine breakdowns into robotic manufacturing 
cells is an unanswered question in the part sequencing 
problem. By using a simulation-based optimization strategy, 
(Vaisi, Farughi, and Raissi, 2018) demonstrated that it is 
possible to determine the optimal part input sequence in an 
unreliable two-machine robotic cell. In another study, the 
performance of different layouts in two-machine robotic cells 
that produce non-identical parts was compared (Foumani and 
Tavakkoli Moghaddam, 2019). (Vaisi, Farughi and Raissi, 
2020) demonstrated the robustness of three-machine robotic 
cells using simulation-based optimization and multi-criteria 
decision-making techniques. In a recent study, (Vaisi, Farughi 
and Raissi, 2021) simulated the sequencing problem of a 
three-machine robotic cell under S6 cycle, where it produces 
different parts to obtain minimum cycle time/operational 
cost and maximum throughput. Then, response surface 
methodology and goal programming approach were utilized 
on the simulation results to optimize the sequencing problem. 
In a different study, a robotic cell was simulated to improve 
the reliability of the cell. By means of a supervised machine 
learning model, the faulty behavior of the critical component 
was classified (Mourtzis, Tsoubou and Angelopoulos, 2023). 
To find the optimal cycle time in two-machine circular 
robotic cells with swap ability to maximize the output, 
a study has recently been conducted by (Khebouche and 
Boudhar, 2024). However, optimal sequencing of parts in the 
case of an existing unreliable robotic cell with three machines 
through data envelopment analysis (DEA) is also on appeal. 
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Unreliable robotic cells are those that are subject to random 
failure and maintenance.

Complex decisions regarding sequencing issues in robotic 
manufacturing cells, as a result of uncertainty, can be 
supported by computer simulation models. The development 
of simulation techniques dates back to the early 1960s, and 
simulation may be the most widely used analytical tool 
(Pidd, 1986). Although simulation methods are commonly 
referred to as descriptive modeling techniques, it has been 
demonstrated that computer simulation is an effective 
interface between operations research and computer science 
(Fu, 2002). The use of simulation in manufacturing from 
2002 to 2013 was examined by (Negahban and Smith, 2014). 
The major milestones in the development of simulation 
tools were analyzed by (Mourtzis, Doukas and Bernidaki 
2014) through a comprehensive study. In the context of 
the manufacturing system, they examined recent industrial 
simulation practices, their evolution, advances, and future 
trends. Using computer simulation in manufacturing systems 
has been considered by a number of researchers, such 
as the simulation of a chain store as a service sector by 
(Vaisi, Raissi and Vaisi, 2015); the simulation of a flexible 
manufacturing system by (Florescu, Barabaş and Sârbu, 
2017); the simulation of an assembly line by (Yang, Chen 
and Lin, 2017); the simulation of capacitated assembly 
systems by (Woerner, Laumanns and Wagner, 2018); the 
simulation of a material handling system by (Leung and 
Lau, 2019), and so on. Furthermore, to support the strategic 
maintenance development in a production system, simulation-
based optimization was done by (Linnéusson, Ng and Aslam, 
2020). Simulation was also applied to train operators in 
a study done by (Karagiannis et al., 2021). The furniture 
manufacturing and assembly process in a furniture company 
were recently simulated through Arena software by (Kolny, 
Kaczmar-Kolny and Dulina, 2023). One more fresh study 
was done to simulate an automobile assembly manufacturing 
line and analyze bottlenecks in the manufacturing system, 
(Mohammed, Abdulghafour and AL-Enzi, 2024).

Following the aforementioned literature review, solution 
methods for the part sequencing problem primarily consisted 
of the Gilmore and Gomory algorithm, heuristics, and 
formulations based on the traveling salesman problem. 
A  review of the relevant literature reveals that scenario 
design and scenario evaluation in three-machine robotic cells 
using DEA have not been previously conducted. Therefore, a 
scenario concept is being developed to bridge this gap. Two 
cycles are considered robot move cycles in 3-machine robotic 
manufacturing cells, which contributes to the novelty of the 
present study. The cycles are compared to determine the 
optimal sequencing pattern for the parts, in which each of the 
move cycles simultaneously minimizes cycle time and total 
production cost. It should be noted that there are six cycles 
for robot movements in three-machine robotic cells, and in 
“Table I”, all the cycles will be presented. In the current 
study, two of the cycles are selected because few researches 
have been focused on them as their complexity is high.

DEA as a nonparametric mathematical programming 
technique has been evaluated as one of the most notable 

Table I
Robot Activity Sequences in Three‑Machine Robotic Cells

Cycles Encoding of robot activity sequences
S1 A01 A12 A23 A34

S2 A01 A12 A23 A34

S3 A01 A12 A23 A34

S4 A01 A12 A23 A34

S5 A01 A12 A23 A34

S6 A01 A12 A23 A34

methods for measuring the performance of homogeneous 
units, i.e., decision-making units (DMUs) that transform 
inputs into outputs. A  study of DEA applications from 
1978 to August 2010 by (Liu et al., 2013) revealed that 
DEA is applicable in a variety of contexts for measuring 
efficiency. Furthermore, in another paper, (Emrouznejad 
and Yang, 2018) conducted a survey related to the theory 
and applications of DEA, reporting published papers from 
1978 to 2017. Here are some recent studies demonstrating 
the practical applications of DEA in various industries: 
(Vaisi and Raissi, 2014) in Pride’s spare parts manufacturing 
system; (Banker et al., 2017) in electric distribution firms; 
(Pjevcevic et al., 2017) in a port container terminal; (Vaisi, 
2017) in a production system; (Vaisi et al., 2018) in a two-
machine robotic cell; (Solgi et al., 2019) in complex product 
systems; (Wen et al., 2020) in the construction sector; (Zhu, 
Zhu and Emrouznejad, 2020) in manufacturing companies; 
(Vaisi, 2023) in a manufacturing system with a transport 
robot; and (Sinha, Vaisi and Edalatpanah, 2024) in the 
banking industry. With the exception of (Vaisi et al., 2018; 
Vaisi et al., 2023), there are no known published studies 
on the part sequencing problem utilizing DEA, which 
were done for a two-machine robotic cell. The current 
study seeks to fill this gap by considering a three-machine 
robotic manufacturing cell. It should be highlighted that 
the use of DEA to select the best sequencing patterns in 
robotic cells has been unparalleled in its field, and the 
current study is entirely distinct from our previous work 
due to the differences in terms of the nature of complexity 
for movement cycles in the two-machine and three-machine 
robotic cells.

Thus, the contribution of the current study is summarized 
as:
a.	 Application of a simulation-based optimization approach 

to solve the part input sequencing problem in unreliable 
three-machine robotic cells.

b.	 Presenting the DEA-based performance measurement of S2 
and S6 cycles as two movement cycles for robots in three-
machine robotic cells.

The structure of the paper is as follows: In the following 
section, the problem is defined, and assumptions and 
numerical examples are provided. In section III, the problem 
is modeled using a computer simulation technique. For the 
purpose of solving the problem, proposed scenarios are 
presented and DEA is utilized to determine the optimal part 
entrance sequence to the cell in section IV. In section V, the 
conclusion is presented.
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II. Problem Statement
In this section, the problem and solution tools are defined 

as they come in Fig. 1. Hence, the problem is defined in A, 
objective functions are described in B and C, the simulation-
based optimization approach and its tools are represented in 
D and E, assumptions are summarized in F, and numerical 
examples are denoted in sub-section G of the existing section.

A. Robotic Cell
In this study, an in-line robotic cell encompasses three 

similar CNC machines with no priority in operation, 
and a single gripper robot is assumed. A  robotic cell is 
a manufacturing system composed of a number of CNC 
machines, a material-handling robot, and other relevant 
systems. The processing of each component begins in the 
input buffer and concludes in the output buffer (Vaisi et al., 
2020; Vaisi et al., 2023). “Fig.  2” depicts an in-line three-
machine robotic cell. It should be noted that different colors 
for the parts in “Fig.  2” represents that the cell produces 
different parts.

In-line robotic cells are a type of robotic cell layout. 
Based on this layout, robot movement between machines 
and buffers is linear. All machines are capable of performing 
the operations simultaneously. In addition, a single gripper 
robot is responsible for loading and unloading parts to 
and from the selected machine. In the current study, the 
output of this system consists of various part types and 
operates continuously. Each component requires processing 
by the machines, and there is no buffer storage between 
the machines. For the production of each part, multiple 

Fig. 1. Flowchart for the problem statement and optimization tools 
presentation.

types of operations must be performed on the machines; 
by percentage, some of these operations are performed on 
machine one, while the remaining ones are performed on 
machines two and three, respectively.

The primary objective of this study is to determine the 
sequence of entering parts into an unreliable three-machine 
robotic cell that experiences random failure and repair 
times while minimizing cycle time (S2/S6  cycles) and total 
production cost.

B. Cycle time
Six cycles, designated S1, S2, S3, S4, S5 and S6 cycles, may 

be utilized for part displacements in a 3-machine robotic 
cell. Here, we focused on the S2 and S6 cycles because they 
are well-known and commonly used cycles, but they have 
received less modeling attention than the other robot move 
cycles since they are more complicated. The move cycles S2 
and S6 are described in the following paragraphs.

Based on the S6  cycle, the robot begins following 
operations sequentially from the input buffer. (1) picking part 
i, (2) proceeding to the first machine, (3) loading the first 
machine, (4) transferring to the third machine, (5) Waiting 
for the completion of the process on part (i–2) (if required), 
(6) unloading the part from the third machine, (7) transferring 
the item to the output buffer, (8) loading the output buffer, 
(9) moving to the second machine, (10) If necessary, 
waiting for the completion of the process on the part (i-1), 
(11) unloading the part from the second machine, (12) moves 
the part to the third machine, (13) loads the part onto the 
third machine, (14) transferring to the first machine, 15) if 
necessary, waiting until the part i ‘s process is complete, 
(16) unloading the initial machine, (17) transferring the part 
from the first machine to the second machine, (18) loading 
the part on the second machine, and (19) returning to the 
input buffer. The activity sequence of the S6 cycle is encoded 
by A01 A34 A23 A12 and it is a one-unit cycle, as shown by 
(Sethi et al., 1992; Gultekin, Akturk and Karasan, 2007).

Equation (1) could be used to calculate the S6  cycle time 
based on Table II’s key cycle time calculation parameters and 
according to (Gultekin, Akturk and Karasan, 2008).

TS6=max{8∈+12δ,t(1)+4∈+4δ,t(2)+4∈+4δ,t(3)+4∈+4δ}� (1)

The general process of S2 cycle in a three-machine cell is 
as follows. Once more, the input buffer is the initial location 
of the robot. Then, the robot performs the subsequent 
operations in succession. (1) The robot picks up part i, 
(2) moves to the first machine, (3) loads part i onto the first 
machine, (4) moves to the second machine, (5) Waits for 
the completion of the process on part (i-1) (if necessary), 
(6) unloads the component from the second machine (i-
1), (7) moves the part (i-1) to the third machine, (8) loads 
the part onto the third machine, (9) returns to the first 
machine, (10) If necessary, wait until the process on part 
i is complete, (11) unload the part from the first machine, 
(12) transfer it to the second machine, (13) load the part i 
onto the second machine, (14) proceeds to the third machine, 
(15) if necessary, waits until the third machine’s process is 
complete, (16) unloads the part (i–1) from the third machine, 
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Fig. 2. A typical layout for an in-line robotic manufacturing cell comprising 3 machines.

Table II
Cycle Time Parameters

Parameters Expression

∊ Loading/unloading time
δ Robot’s movement time between two consecutive locations
TS6 Cycle time based on S6 robot move cycle
TS2 Cycle time based on S2 robot move cycle
Apq Robot activity sequence from station, p, to station, q, for 

p=0,1,2,3 and p=0,1,2,3.
ti (j) Processing times of part ibased on the Percentage of operations 

done by each machine j; i=1,…., n; j=1,2,3.

(17) transports the product to the output buffer; (18) deposits 
the product at the output buffer; and (19) returns to the input 
buffer. As a general rule, the activity sequence of the S2 cycle 
is encoded by A01 A23 A12 A34, and this cycle produces one 
product in each cycle; see (Sethi et al., 1992). Equation 
(2) reveals the S2  cycle time based on “Table II” and in 
accordance with (Gultekin, Akturk and Karasan, 2008).
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The encoding of the movement cycles for three-machine 
robotic cells is tabulated in Table I.

C. Total Production Cost
Total production cost is the second objective function of 

this study. The components of the total cost of production are 
machining, tooling, and preventive maintenance (Akturk and 
Gurel, 2007). Although tool switching has been measured in 
several studies, such as (Kamalabadi, Sadeghi and Maihami, 
2012), (Farughi et al., 2017), and (Moradi, Yousefi Nejad 
Attari and Farughi, 2018), in the present study, it was ignored 
and the cost of tooling is considered to be a constant value. 
The following are the main parameters for calculating the 
total production cost:

CM Machining cost ($/min)
CPM Cost of a PM visit ($/visit) without considering any setup cost
CT Cost of tool ($/tool) Tool replacement prohibited in an operating 

cycle
DRj Expected down rate of machine j
OP Observation period 
n The number of produced parts by type based on the percentage of 

operations done by each machine during the simulation period
N Number of throughout products in the simulation period
F Total cost ($/times unit)
TTF Time to failure (times unit)
TTR Time to repair (times unit)
ti (j) Processing times of part based on the Percentage of operations 

done by each machine j; i=1,…., n; j=1,2,3

Consequently, the total cost per operating cycle could be 
calculated by Eq. (3).

3
1 1   ( ) CPM     N CTn

i ji jF n CM t j DR OP
 

    ; 	
		  j=1,2,3� (3)

D. Simulation
Simulation-based optimization approaches have become 

efficient measures for decision-makers to find near-optimal 
solutions within a reasonable time. In this research, a 
simulation model of different scenarios for parts sequencing in 
a three-machine robotic cell is developed using discrete-event 
simulation software. In the simulation model, each unique 
sequence of parts entering the robotic cell is considered a 
scenario, and a simulation model is developed to simulate the 
scenarios and generate output data for each one.

Simulation builds a real-process model of a system over 
time and conducts experiments to determine the system’s 
behavior (Shannon, 1998). The procedure for doing a 
simulation in a robotic cell (as an example) briefly includes 
formulating the problem and objectives; presenting a 
conceptual model for the cell or a series of mathematical 
equations regarding the context of the robotic cell; collecting 
data; developing the simulated model of the robotic cell; 
confirming the simulated model; designing experiments; 



� ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X

http://dx.doi.org/10.14500/aro.11668� 143

performing simulation runs; and analyzing and documenting 
results (Banks, 1998).

After a certain period of simulation run, the system 
could reach a stable state. This period is known as a warm-
up period and is typically set to 10% of the observation 
period in simulation software configurations. The beginning 
of the observation period coincides with the conclusion of 
the warm-up period. The simulation model is developed in 
Section III.

E. Banker–Charnes–Cooper (BCC) DEA model
As mentioned earlier, the use of simulation in connection with 

optimization may assist decision-makers in developing efficient 
scenarios. Using DEA as the optimization tool to evaluate and 
classify the scenarios is a distinctive aspect of three-machine 
robotic cells that have not been done yet. DEA is one of the 
most distinguished methods for measuring the performance 
of homogeneous DMUs. A  DMU is an entity responsible for 
converting inputs into outputs. This method’s strengths are that it 
permits the use of multiple inputs and outputs, and the dimensions 
of input/output do not need to be converted. However, this 
method’s weakness is that outliers may affect the results.

In this study, one of the classical DEA models is used 
to evaluate the designed scenarios. Scenarios are treated 
as DMUs due to their output and input characteristics. We 
obtain DMU data through scenario execution. Here, DEA 
utilizes the BCC model to select the most effective scenarios.

The BCC DEA model can be described as follows (Banker 
et al., 1984): suppose there are “n” DMUs to be measured 
with “m” different inputs and “s” different outputs. DMU0 
consumes the input value xi0 and produces the output value 
yr0. Under the assumption xi0≥0, yr0≥0, the efficiency formula 

is
 

weighted sum of outputs
weighted sum of inputs

. Equation (4) represents the 

efficiency of DMU0 as a fractional linear program based on 
the BCC Ratio Model (Input Orientation). “ur”, and “vi” are 
the assigned output and input weights, while “W” is a free 
variable. In this study, the inputs/outputs will be determined, 
explained in detail, and implemented in sections III and IV.
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F. Assumptions
Assume that machines in this robotic cell have two 

independent states: active and inactive. Failure and repair 

rates may be constant or time-dependent; λ(t) and μ(t) 
separately. The study’s basic assumptions are summarized:
1.	 The availability of components at the input buffer and an 

empty position at the output buffer are both true.
2.	 The processing time for parts on the machines has been 

specified, despite breakdowns, etc.
3.	 The machines are subject to random failures and require 

maintenance.
4.	 The statistical density functions of TTF and TTR have 

accepted reliable parameters.
5.	 Setup times are insignificant.
6.	 Pre-emption in the processing of any operation is prohibited.

G. Cases
The issue is investigated using an example derived from 

prior work (Batur, Karasan and Akturk, 2012). In the following 
examples, each color corresponds to a distinct type of part.

Example 1. A  three-machine robotic cell produces three 
different products separately, including Blue (B): 57, Red (R): 
84, and Purple (P): 87, with their respective process times (in 
minutes), ∈=1 and δ=2  time units, see (Batur, Karasan and 
Akturk, 2012).

Example 2. A  three-machine robotic cell is assumed to 
produce a product in 57  minutes (a Blue colored product). 
∈ and δ separately are 1 and 2 min; see (Batur, Karasan and 
Akturk, 2012).

Table III contains the cost parameters and their corresponding 
values for these three-machine robotic cells (Examples 1 and 2). 
These parameter values are assumed to be constant.

III. Developing Simulation Model
For the purpose of analyzing the existing robotic cell, the 

integration of computer simulation and linear programming 
optimization is used to control different sources of 
uncertainty. Enterprise dynamics (ED) is used to model the 
sequence of components in the presented robotic cell for 
simulation purposes. This simulation tool employs drag-and-
drop technology and has a user-friendly interface to facilitate 
the modeling of anticipatory layouts.

“Fig.  3” illustrates the system’s simulation model. In this 
model, three dissimilar products flow through the system 
based first on the move the cycle of the robot and then on the 
S2 move cycle, utilizing the ED special elements.

To obtain unbiased estimates, simulation models were 
run for long periods of time (>10000  h) following a 50-h 
warm-up period. In addition, the definition of performance 
measures (PFM) is as follows. The desired input and output 
variables of the DEA method are comprised PFMs.

Y1: The average time for each S6 (S2) cycle in the 
simulation period

Y2: The average operating cost per part in the simulation 
period

Table III
Characteristics Of Cost Parameters

Characteristics of Cost Parameters CM=50 CT=45
TTF=NegExp (10) TTR=NegExp (2)
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Y3: Number of generative throughout the simulation period
To select the inputs/outputs of the system, a fundamental 

understanding of the production system and data analysis 
is required. In general, the major resources that enter the 
manufacturing system are the inputs, and the primary output 
is the production quantity (Jain, Triantis and Liu, 2011). This 
is also true for the robotic cell. Therefore, cycle time and 
cost are the typical inputs, and the operational output of the 
current robotic cell is the produced throughput.

IV. Results
Simulation-based optimization methods were used to find 

the best sequencing patterns in a three-machine robotic cell. 
In this section, first, the validity of the simulation model is 
evaluated in A. Then, by defining the scenarios in B, DEA 
as the optimization tool will classify the scenarios in C. 
Discussion over the results will come in D.

A. Validation of the Simulated Model
Example 2 was simulated as a three-machine robotic cell 

(machine failures were ignored) based on the S6 cycle and the 
S2  cycle, respectively. After running the simulation model, 
it was determined with a confidence level of 95% that the 
average S6 cycle time and operating cost are 86.719  seconds 
and 187.5, respectively. ED software also reports that the 
average S2  cycle time and operating cost are 68.948 and 
187.5, respectively.

Mann–Whitney Hypothesis testing is used to compare 
the statistical differences between the simulated model 
dataset and the real dataset. This is performed to validate 
the simulation model. The results of Equations (1) and 
(2) are referred to as the real dataset. The simulated model 
data includes the mean daily production after 25 replications 
of the simulation model. A  P-value >0.85 indicates that 
there is no significant difference to reject the equality of two 
means, and the simulation model’s validity is confirmed.

In the next step, several scenarios are created to determine 
the optimal sequence for the part’s entrance into the robotic 
cell.

B. Scenario Design
In this step, various sequencing patterns for the part’s 

entrance to the robotic cell are formed. Each sequence pattern 
is simulated by ED software as a scenario. Table IV depicts 
the designed scenarios derived from Example 1. B-P-R and 
B-R-P are two possible sequences for case study 1 which 
come in the right part of “Table IV,” and the percentage 
of operations performed by each machine is defined in the 
left part of the table. Example 1 was simulated twice, once 
according to the S6  cycle and the second time according to 
the S2  cycle. The results according to the definable PFMs 
for the S6  cycle and the S2  cycle are separately summarized 
in Tables V and VI. After adjusting the simulation time, it 
is possible to obtain the average cycle time (S2/S6), average 
cost, and number of generative throughput. The objective 
is to maximize throughput while minimizing cost and cycle 
time.

Let us discuss scenario 7 as an example. Consequently, 
scenario 7 indicates that 60% of the operations are done on 
Machine1 and Machine3, equally. The rest of the operations 
to produce a part are performed by Machine2. Meanwhile, 
the first part to be allocated to machines 2 and 3 is Blue (B) 
and the sequencing pattern for entering the parts to the cell is 
B-P-R, meaning Blue-Purple-Red; see (Cases in Section II). 
Results for this scenario show that based on the S6  cycle 
outcomes in “Table V,” the cycle time is 48.841, the cost is 
15959.735, and the throughput is 40539. Whereas based on 
the S2 cycle results in “Table VI,” the cycle time is 69.862, 
the cost is 22782.198, and the robotic cell can produce 28341 
parts during the simulation period.

On the dataset, the DEA tool is utilized to identify the 
optimal scenarios and the results will be displayed in C.

C. DEA Results
The optimal sequence is determined using a simulation-

based optimization approach and the DEA method. DMUs 
in this case have two inputs and one output. As previously 
mentioned, the inputs consist of average cycle time (S6/S2) 
and average cost, while the output is the number of produced 
throughput. The DEA method based on the “Equation (4)” is 
applied to compare the proposed scenarios.

Fig. 3. A simulated model for the 3-machine robotic cell layout using ED.
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Table VI
Definable PFM Values Based on the Scenarios of S2 Cycle in Example 1

PFMs Scenario Number (SN)

1 2 3 4 5 6
Y1 73.967 67.268 67.238 78.605 71.531 78.708
Y2 24114.609 24123.581 24112.815 25620.482 25645.829 25653.953
Y3 26768 26758 26770 25188 25163 25155
SN 7 8 9 10 11 12
Y1 69.862 69.865 69.876 81.572 81.649 89.89
Y2 22782.198 22783.799 22787 29231.379 29257.8 29282.941
Y3 28341 28339 28335 22065 22045 22026
SN 13 14 15 16 17 18
Y1 114.033 92.838 102.153 67.222 67.3 73.919
Y2 37118.066 33252.545 33262.809 24106.54 24135.253 24099.373
Y3 17363 19388 19382 26777 26745 26785
SN 19 20 21 22 23 24
Y1 71.498 78.633 91.69 69.816 69.862 69.881
Y2 25633.656 25629.602 29866.601 22767.807 22782.199 22788.601
Y3 25175 25179 21594 28359 28341 28333
SN 25 26 27 28 29 30
Y1 92.862 89.778 92.878 92.825 92.797 102.132
Y2 33261.095 29245.905 33266.227 33247.419 33237.167 33255.967
Y3 19383 22054 19380 19391 19397 19386

Table V
Definable PFM Values Based on the Scenarios of S6 Cycle in Example 1

PFMs Scenario Number (SN)

1 2 3 4 5 6
Y1 47.915 43.587 43.586 49.155 58.234 49.154
Y2 15659.37 15669.16 15668.785 17657.079 20898.394 17657.076
Y3 41322 41296 41297 36618 30909 36618
SN 7 8 9 10 11 12
Y1 48.841 44.406 44.367 54.779 54.744 60.157
Y2 15959.735 15961.3 15947.624 19665.213 19652.724 19632.534
Y3 40539 40535 40570 32858 32879 32913
SN 13 14 15 16 17 18
Y1 76.917 69.965 70.047 43.594 59.893 59.872
Y2 25071.426 25085.985 25115.143 15671.424 21490.558 21482.735
Y3 25742 25727 25697 41290 30053 30064
SN 19 20 21 22 23 24
Y1 49.221 49.196 64.08 48.819 44.382 44.365
Y2 17680.594 17671.95 20905.797 15952.7 15952.7 15946.842
Y3 36569 36587 30898 40557 40557 40572
SN 25 26 27 28 29 30
Y1 54.629 54.716 54.695 69.989 70.115 70.04
Y2 19611.201 19642.028 19635.499 25094.724 25139 25113.195
Y3 32949 32897 32908 25718 25672 25699

Table IV
Designed Scenarios for the Example 1

Scenario 
Group 
(SG)

Sequence Seq. 1 B‑P‑R Seq. 2 B‑R‑P

The Percentage of 
operations performed 

by each machine

The first allocated 
part to the Second and 

Third machine

The first allocated 
part to the Second 
and Third machine

SG M1 M2 M3 B P R B P R
Scenario Number

A 33.3% 33.3% 33.3% 1 2 3 16 17 18
B 20% 40% 40% 4 5 6 19 20 21
C 30% 40% 30% 7 8 9 22 23 24
D 25% 25% 50% 10 11 12 25 26 27
E 60% 20% 20% 13 14 15 28 29 30

Tables VII and VIII summarize the efficiency scores for 
each scenario, as well as the S6 and S2 cycles, in that order. 
Using the Lingo software, calculations were performed.

According to the results for scenario 7 (as an example), 
this scenario is more efficient based on the S2 movement 
cycle of the robot than S6. The efficiency scores of this 
scenario confirm this fact which is a 0.963 score based on 
the S6 cycle and 0.999 scores based on the S2 cycle. However, 
none of them is efficient, since the efficiency score is one.

V. Discussion
The relative score of an efficient scenario is one, according 

to DEA logic. Thus, scenarios numbered “1” and “3” will 
be the most efficient for Example 1 under S6. Concerning 
the foregoing, as shown in Example 1, the sequence Blue-
Purple-Red is preferred over any other sequence pattern 
when the Blue or Red part is the first one to be produced 
on the second and third machines. This applies to three 
different part types. Scenario “3” with 43.586-time units 
has a lower average S6  cycle time score than scenario “1” 
with 47.915  time units. In contrast, scenario “1” has lower 
production costs than scenario “3.” During the observation 
period, the output rate for scenario “1” is 41322 versus 
41297 for scenario “3”.

In a three-machine robotic cell operating on the S2  cycle, 
the “22” scenario has the optimal part sequence pattern for 
Example 1. The Blue-Red-Purple sequence when Blue part is 
the first part on the second and third machines is the optimal 
part sequence pattern for these three different part types, 
robotic cell under S2.

In optimal scenarios, although the average cycle time and 
cost under S6 are less than those values under S2, the number 
of total products produced during the simulation period under 
S6 exceeds that of S2. Among the efficient scenarios, scenario 
coded “1” (which is under S6) has the highest throughput, 
which is just over 41,300 during the simulation period.

Figs.  4 and 5 compare the average efficiency of each 
scenario group based on the two candidate sequences for 
the move cycles (S6/S2). Clearly, the efficiency scores of the 
two sequences based on both cycles follow a nearly identical 
trend.

Scenario number 7 till 15 and scenario number 22 till 30 
for the S6 movement cycle in both sequence patterns have 
comparable amounts of efficiency, whereas the trends of 
both sequence patterns based on the S2  cycle are volatile, 
fluctuating between 0.375 and 1. Nevertheless, on average, 
sequence pattern 1 has more efficient scenarios in both cycles.

Overall, the comparison demonstrates that the scenarios, 
as DMUs in the DEA method, are more efficient when the 
percentage of operations assigned to machines is closer to 
one another. Moreover, due to the similarity of the machines 
and their TTF/TTR, the optimal assignment of operations to 
machines occurs when the number of operations allocated 
to each machine is close. Consider the characteristics of 
scenarios 1, 2, 3, 7, 8, 9, 22, 23, and 24 as the near-optimal 
scenarios in both cycles.
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Table VII
Efficiency Scores of Scenarios Based on the BCC Model for S6 Cycle 

in Example 1

SN Scenario Number (SN) Efficiency Scores (ES) (Below comes)

1 2 3 4 5 6
ES 1 0.999 1 0.786 0.56 0.786
SN 7 8 9 10 11 12
ES 0.963 0.963 0.965 0.633 0.634 0.635
SN 13 14 15 16 17 18
ES 0.39 0.388 0.387 0.999 0.529 0.529
SN 19 20 21 22 23 24
ES 0.784 0.785 0.56 0.963 0.964 0.965
SN 25 26 27 28 29 30
ES 0.63656 0.634 0.635 0.388 0.386 0.387

Table VIII
Efficiency Scores of Scenarios Based on the BCC Model for S2 Cycle 

in the Example 1

SN Scenario Number (SN) Efficiency scores (ES) (Below comes)

1 2 3 4 5 6
ES 0.891 0.979 0.98 0.789 0.866 0.787
SN 7 8 9 10 11 12
ES 0.999 0.998 0.998 0.666 0.665 0.603
SN 13 14 15 16 17 18
ES 0.375 0.514 0.467 0.981 0.978 0.892
SN 19 20 21 22 23 24
ES 0.867 0.788 0.579 1 0.998 0.998
SN 25 26 27 28 29 30
ES 0.514 0.605 0.514 0.514 0.515 0.467

V. Conclusion
Simulation-based optimization, as a novel practice, was 
demonstrated in this study to determine the sequencing pattern 
of the parts in a robotic cell under breakdowns resulting from 
random failures. The cell consists of three machines that 
produce dissimilar parts and follow a S6 or S2 cyclic pattern 
for the robot. For the production of a part, multiple types of 
operations are performed on the machines. By percentage, 
some of these operations are done on machine one, while 
the remainder are performed on machines two and three 
separately. Optimal scenarios for the part’s entrance into the 
robotic manufacturing cell are evidence of the simultaneous 
minimization of cycle time and cost. Using the DEA method, 
the proposed scenarios, which have been designed based 
on different sequences for entering the parts of the cell, 
were compared in numerical examples. Furthermore, the 
comparison reveals that the efficient scenarios are those, in 
which the percentages of operations assigned to the machines 
are close to each other, due to the similarity of the machines 
and their TTF/TTR. The results endorse the practicality 
of applying the DEA approach in robotic cell problems, 
which can be a helpful tool for decision-makers in robotic 
manufacturing systems. There is a range of robotic cells 
available to any industry, such as the automotive industry, 
to fabricate, finish, weld, transfer, or assemble parts. This 
depends on the size, weight, or type of the robots used. It is 
possible to extend the results of this study to include robotic 
cells with robot failures or robotic cells with dual gripper 
robots instead of single ones. Consequently, evaluating parts 
sequencing in unreliable m-machine robotic cells with the 
above features using simulation and other DEA models is an 
excellent practical topic for future study.
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Abstract—Procaine belongs to a type of medicine in which 
excessive dosage form creates cardiac problems and many 
allergenic reactions. Thus, continuous monitoring of this drug and 
its metabolite is crucial for sustainable health management during 
treatment. In this study, electrochemical techniques such as square 
wave voltammetry (SWV) and differential pulse polarography 
(DPP) are utilized for assaying procaine amounts in standard and 
pharmaceutical formulations. In SWV, the reduction of diazotized 
procaine gives a reduction peak at −0.05 V which is directly 
proportional with procaine hydrochloride concentration, whereas in 
DPP, the interaction of the drug with lead cation at −0.4 V is followed 
by the decrease in peak current of the lead cation reduction peak, 
which is directly proportional with the concentration of the drug. 
Both methods indicate high accuracy, sensitivity and precision. 
Linear concentration ranges of both methods are 0.0999–5.996 × 10-7 
M for SWV and 0.1999–5.996 × 10-7 M for DPP. The limit of 
detection (LOD) and limit of quantification (LOQ) are calculated 
for both SWV and DPP techniques, and found that LOD equals 
1.984 × 10-9 M and LOQ equal 6.611 × 10-9 M for SWV, while for 
(DPP) LOD and LOQ were found to be 3.519 × 10-9 M and 1.173 
× 10-8 M, respectively.

Index Terms— Electrochemical techniques, Polarography, 
Procaine hydrochloride, Voltammetry.

I. Introduction
Procaine hydrochloride or (2-diethylaminoethyl 
4-aminobenzoate hydrochloride) was synthesized for the 
1st time in 1905, and it was the first injectable synthetic local 
anesthetic drug Fig. 1.

Procaine hydrochloride is a group of compounds that, 
at an appropriate concentration in the nerves reduce pain 
sensation from particular areas of the body by the reversible 
block of the impulse conduction throughout nerve axons and 
other excitable membranes in which use sodium channels 

as the primary mean of action potential generation (Dutu, 
et al., 2014). It can also prevent cardiac ectopic pacing point 
autoregulation and dilate blood vessels, hence being adopted to 
cure ischemic cerebrovascular disease, hemiplegia, and acute 
renal failure (Zhu, Xu and Liu, 2021). This anesthetic drug 
is also given in combination with penicillin to treat bacterial 
infections. It is used as a substitute for cocaine because of its 
ease of production, sterilization, and the fact that it is non-
psychoactive. Its length of activity is shorter than cocaine 
and it is considerably less toxic (Qader, et al., 2023). In spite 
of that, Excessive dosage of procaine hydrochloride may 
lead to central nervous system and cardiovascular reactions 
such as nausea, respiratory distress, and in severe cases, 
even anaphylaxis and death. Hence, it is vital to establish 
a simple, efficient and sensitive analytical method for the 
determination of procaine hydrochloride (Haroon, et al., 
2021). There are many techniques used for determination 
of procaine among such as; UV-vis spectrophotometric 
methods (Khayoon, 2021, Marin, et al., 2019), polarography 
(Plotycya, et al., 2018), chemiluminescence (Golshani, 
et al., 2023), chromatography (Tonooka, et al., 2016), high-
performance liquid chromatography (He, et al., 2013), and 
electrochemical methods (Guan, et al., 2016; Haghighian, 
Ghoreishi and Attaran, 2023). Voltammetric methods have 
easily met the needs in this field because they have been 
providing safe, accurate, sensitive and reproducible results 
for years (Altunkaynak, Yavuz and Levent, 2021).

Square wave voltammetry (SWV) is a set of matched 
amplitude pulses implemented under a staircase potential, 
in each forward pulse the chemical species diffuse to the 
electrode surface, and it is abruptly reduced or oxidized. 
During the backward pulse, the chemical species that 
was just oxidized or reduced returns to the initial state 
in a reversible reaction, or if the system is irreversible, 
no reaction will occur. Therefore, the current values are 
estimated before and at the end of each pulse, and the 
resulting or net current equals to reversed current minus 
forwarded current (Megale and Souza, 2023). While, 
the differential pulse polarography (DPP) the current is 
determined as a function of time and as a function of the 
potential between the reference and working electrodes 
(Alghamdi and Messali, 2018).
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Innovative electrochemical analysis instrumentation 
specifically techniques of voltammetry afford reliable and 
reproducible data for the assay of the analyte (Domergue, 
et al., 2023).

This study’s intention is to evaluate procaine hydrochloride 
using electrochemical techniques such as SWV and DPP. 
The performance of the voltammetric techniques is strongly 
affected by the aspects of the working electrode material, 
such as the chemical and physical properties of electrode 
surfaces, applied potential, adsorption, and coatings applied 
to the electrode surface to enhance detection. Solid electrodes 
represent the most rapidly growing class of electrodes. In 
general, solid electrode materials have the advantage of 
being more mechanically stable, and they provide a larger 
anodic range than mercury-based electrodes. Furthermore, 
the handling of solid electrodes is much easier, such that 
they may readily be applied in flow streams due to their 
mechanical stability and hardness (Uslu and Ozkan, 2007). 
The method is simple, sensitive, and rapid.

II. Experimental
A. Apparatus
The measurements were carried out using a voltammetric 

analysis, model VA Computrace 797, equipped by the 
Swiss company Metrohm. In addition, the ultrasonic device 
was used which is of Chinese origin to dissolve solids and 
pharmaceutical preparations well and to clean the electrode 
surface using ultrasound waves. A  sensitive balance of 
Japanese origin is also used and a device (Hanna) Model 
211, Romanian origin is used to measure the pH.

B. Chemicals and Materials
All chemicals used in this work were at a high degree of 

purity and were used without any further purification. 1 × 10-4 
M of procaine hydrochloride (from Sigma-Aldrich), 1%  w/v 
sodium nitrite solution (from BDH), hydrochloric acid (HCl), 
0.2 M boric acid solution (H3BO3), Phosphoric acid 0.2 M 
solution (H3PO4), Acetic acid 0.2 M solution (CH₃COOH), 
Britton-Robinson buffer (BRB) solution (pH  2.0), 250  ppm 
lead acetate [Pb(CH3COO)2.H2O].
Preparation of pharmaceutical samples
For PenG (300,000 IU) injection powder

One ampoule of PenG is weighed totally (which contains 
300,000  IU procaine hydrochloride). An aliquot quantity, 
that is equivalent to 0.1363  g of procaine hydrochloride, 
is dissolved in 50  mL of distilled water. An aliquot of the 

diluted solution of the injection is analyzed employing the 
procedures outlined in methods SWV and DPP (Qader, et al., 
2023).
For Deva (600,000 IU) injection powder

One ampoule of Deva is weighed totally (which contains 
600,000  IU procaine hydrochloride). An aliquot quantity, 
equivalent to 0.1363 g of procaine hydrochloride, is dissolved 
in 50 mL of distilled water. An aliquot of the diluted solution 
of the injection is analyzed employing the procedures 
outlined in methods SWV and DPP (Qader, et al., 2023).

C. Procedure and Working Steps in SWV
First, 8  mL of BRB is added to the electrochemical cell, 

and passing nitrogen gas for 5  min for deoxygenation, the 
applied voltage is −0.05 to 0.0 volts. Then, 1.0  mL of 1% 
solution of sodium nitrite and 1.0  mL of 1 M hydrochloric 
acid under the same conditions are added, and nitrous acid is 
produced in the electrochemical cell instanously. To measure 
and determine the amount of procaine hydrochloride, 5 μL of 
1 × 10-3 M is added to the electrochemical cell, and all the 
data arecollected under instrument conditions (Alallaf, Al-
Taee and Othman, 2024).

D. Procedure and Working Steps in DPP
10  mL of BRB was added to the electrochemical cell. 

Then, passing nitrogen gas for 5 min for deoxygenation, and 
a silver electrode was used as a WE. After that, 200 μL of 
lead acetate was added, and optimization of the parameters 
was carried out. After completing the optimization, the 
procaine hydrochloride was added to the electrochemical 
cell, its interaction with lead acetate were observed and the 
decrease in reduction current of lead acetate was followed 
(Alhazmi et al., 2020).

III. Results and Discussion
A. Principle of the Proposed Method SWV
SWV offers an attractive alternative in which the 

participation of non-faradaic current could be minimized in 
the voltammogram. As an alternative to linearly sweeping the 
potential with a defined sweep rate, the potentials are applied 
as a waveform of specific pulse amplitude (Eamp) and width 
(tp) in a staircase fashion, in the first cycle a positive Eamp 
is followed by an oppositely directed negative Eamp of equal 
magnitude, immediately after that a next cycle starting at an 
increased potential according to Estep value (Pilz and Kielb, 
2023).

SWV method includes an indirect determination of 
procaine hydrochloride in its pure form and pharmaceutical 
preparations by following the reduction of diazotized 
procaine hydrochloride prepared simultaneously inside 
the electrochemical cell. Indirect methods provide higher 
sensitivity and selectivity than direct methods, with the 
sharper peak shape of the voltammogram (Jones, et al., 
2018).

Salts of Diazonium are a large group of organic compounds 
with the general formula R–N2

+X−, that R can be alkyl or 

Fig. 1. Chemical structure of procaine hydrochloride.



ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X�

150� http://dx.doi.org/10.14500/aro.11659

aryl and X is an organic or inorganic anion such as halogen 
(Tavakkoli, et al., 2021).

The aryl diazonium grafting mechanism involves a 
reductive electron transfer to the diazonium salt, occurring 
concurrently with the removal of dinitrogen and the 
subsequent formation of aryl radicals. These radicals 
subsequently attach to the surface of the electrode. It is 
generally accepted that aryl diazonium molecules form a 
covalent carbon-carbon or metal-carbon bond on carbon-
based materials and silver substrates, respectively (Mezour, 
et al., 2018).

The reaction occurs between the amine group and the 
nitrite, Scheme 1, as a first step to form the corresponding 
diazonium salt. The azo group in diazonium salt is reduced 
to the  -NHOH group and it will further reduce to NH2 and 
give rise to a reduction current as a result of the procaine 
hydrochloride concentration added.
Study of the electrochemical behavior of procaine 
hydrochloride using SWV

The electrochemical behavior of procaine hydrochloride 
was studied using SWV, BRB solution (pH 2.0) by scanning 
the potential between −0.5 to 0.0 volt, no peak has appeared 
within the studied range of the buffer solution, Fig. 2. Nitrous 
acid was produced in the electrochemical cell. To measure 
and determine the amount of procaine hydrochloride, 5 μL 
of 1 × 10-3 M was added to the electrochemical cell. The 
diazotized procaine hydrochloride gives a reduction peak 
which is appeared at 0.06 volts, Fig. 2, with the current value 
of the peak 25.4 μA.

B. Optimization of Parameters in SWV

Effect of NaNO2
To determine the optimal amount of sodium nitrite 

and hydrochloric acid that have effect on the formation of 
diazonium salt and voltammogram, different volumes of 
0.5–3.0 mL with a concentration of 1% were taken to a fixed 
amount of hydrochloric acid 1.0 mL. The voltammogram was 

recorded for each volume and the current was measured as 
shown in the results of Fig.  3 It is noted that the amount of 
2  mL of sodium nitrite gave the highest current so the ratio 
of HCl:  NaNO2 is 1:2 whereas more than this ratio cause 
noise in voltammogram shape and gave rise to bubble gas 
NO liberated (Binnewies, et al., 2010).

To enhance the shape and the reduction current of the peak 
that produced in Fig.  2, different parameters that affect the 
voltammogram shape and the reduction current value has 
been studied. The parameters under instrument condition and 
after optimized condition are listed in Table I. The square 
wave voltammogram of the blank solution and reduction of 
diazotized procaine hydrochloride measured after optimized 
condition Fig. 4.
Calibration curve of SWV

The SW-Voltammograms were recorded at Ep= −0.05V for 
sequence additions of procaine hydrochloride (1 × 10-4 M) 
to the voltammetric cell containing 1  mL of 1M HCl and 
2  mL of 1% NaNO2, under the fixed optimum conditions. 
A  plot of Ip versus concentration of procaine hydrochloride 
added gives two straight lines, first at low concentration 
range (0.0999–0.4997) × 10-7 M by a calibration equation 
Y=48.125x + 3.0101 and second, at high concentration range 
(0.9999–5.996) × 10-7 M, (Fig.  5) by calibration equations 
Y = 4.3491x + 23.836 with regression coefficient R2 = 0.9842 
and 0.9727, respectively.

C. Principle of the Proposed Method DPP
DPP is an effective and fast electroanalytical technique with 

many advantages, including low detection limits and good 
discrimination against background currents (Yilmaz, et al., 
2015). The proposed method was based on the principle of 
drug–metal ion interaction, where the ionizable moieties of 
the drug molecules complexed with certain metal ions. As a 
result of their complexation, the reduction current was changed. 
Procaine hydrochloride interacts with Pb2+ ion to produce 
procaine-Pb complex (Alhazmi, et al., 2020). So, in this method 

Scheme 2. Proposed reaction of the interaction of procaine hydrochloride with Pb2+in DPP.

Scheme 1. Proposed reaction mechanism of reduction of diazonium ion (Alallaf, Al-Taee, and Othman, 2024).
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procaine hydrochloride is determined indirectly. Scheme 2 
shows the proposed interaction of the drug with Pb2+.
Study of the electrochemical behavior of lead acetate

The applied voltage was −0.6 to 0.0 V, no peak has 
appeared within the studied range of the buffer solution, see 
Fig. 6. Then, 250 μL of 250 ppm lead acetate (electrochemical 
active) is added to the electrochemical cell, as a result, a 
peak appeared at a potential of −0.35 V, with the current 
value of 401 μA. The differential pulse voltammogram is 
recorded (Fig.  6) for the BRB solution (pH = 2) and for the 
lead acetate under instrument condition.

D. Optimization of Parameters in DPP
The applied voltage was −0.6 to 0.0 V, no peak has 

appeared within the studied range of the buffer solution, 
Fig.  7. 250 μL of 250  ppm lead acetate (electrochemical 
active) is added to the electrochemical cell, as a result, a 
peak appeared at a potential of −0.35 V, with the current 
value of 401 μA. The differential pulse voltammogram is 
recorded (Fig.  7) for the BRB solution (pH = 2) and for the 
lead acetate under instrument and optimized conditions listed 
in Table II.

During the optimization process, the complexation 
behavior of certain metal ions including Cd2+, Zn2+, Cu2+, 
and Pb2+  with procaine hydrochloride was investigated. 
After remarkable efforts, Pb2+ was selected for the current 
analysis because Pb2+ exhibited superior binding interaction 
with procaine drug molecule, and intense sharp peak was 

Fig. 2. Square wave voltammogram of reduced diazotized procaine HCl 
under instrument condition.

Fig. 3. Effect of amount of sodium nitrite.

Table I
Study of the Optimum Condition Applied for Reduction of Diazonium 

Ion at Ph 2

Parameters Studied range Instrument 
condition

Optimized 
condition

Start potential (V) ‑‑‑‑ −0.05 −0.05
End potential (V) ‑‑‑‑ 0.0 0.0
Voltage step (V) 0.0005–0.007 0.003 0.005
Frequency (Hz) 40–70 50 50
Pulse amplitude (V) 0.01–0.07 0.03 0.05
Deposition potential (V) (−0.2)–(−0.6) −0.4 −0.5
Deposition time (s) 10–60 60 40
Equilibration time (s) 1–5 5 3
No. of cycles 1–6 5 5
Cleaning potential (V) 0.0–0.3 −0.3 −0.1
Cleaning time (s) 0–5 5 3
Sweep rate (V/s) 0.025–0.3500 0.1500 0.2500

Fig. 4. Square wave voltammogram of reduced diazotized procaine HCl 
after optimum condition.

Table II
Initial Conditions of the Instrument Applied for Lead Acetate Peak

Parameters Studied range Instrument 
condition

Optimum 
condition

Start potential (V) ‑‑‑‑ −0.6 −0.6
End potential (V) ‑‑‑‑ 0.0 0.0
Pulse amplitude (V) 0.09–0.35 0.1 0.3
Pulse time (s) 0.003–0.04 0.01 0.005
Voltage step (V) 0.001–0.025 0.015 0.025
Voltage time (s) 0.2–0.4 0.4 0.4
Deposition potential (V) (−0.3)–(−0.7) −0.5 −0.4
Deposition time (s) 10–50 50 40
Equilibration time (s) 5 3
No. of cycles 1–7 5 5
Cleaning potential (V) 1–5 −0.1 −0.5
Cleaning time (s) 0–4 4 3
Sweep rate (V/s) 0.0250–0.0417 0.0375 0.0625
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observed, while for other metal ions, no peak has observed 
that belong to the procaine-metal interaction. Lead ion has 
the least negative peak potential does not require greater 
range of deposition potential. The lead signal increased as 
the deposition potential became less negative, and vice versa 
(Van Staden and Matoetoe, 2000).

After completion of the studying optimization of the 
parameters, 10  mL of BRB (pH = 2) is added to the 
electrochemical cell. After ensuring no peak of the blank 
is observed 250 μL of 250  ppm lead acetate is added. The 
enhanced shape of the lead acetate peak can be noticed in 
Fig. 7.
Electrochemical behavior of procaine hydrochloride and 
procaine-Pb complex

The electrochemical behavior of procaine hydrochloride 
was studied by adding 10  mL of BRB (pH = 2) in a glass 
cell as a supporting electrolyte. The voltammograms were 
recorded under the optimum conditions (Table II) for BRB 
and procaine hydrochloride as depicted in (Fig. 8a) one broad 
peak was observed (Ep = 1.21 V) for procaine hydrochloride. 
While, under the similar condition the voltammogram 
of procaine-Pb complex was recorded, in which a sharp 
and intense peak was observed at −0.4 V for the complex 
(Fig. 8b).

The most interesting behavior was revealed for the 
procaine-Pb complex. DP-voltammograms showed higher 
current intensity and modified shapes for the reduction peak 
found approximately at −0.4 V. In spite of the fact that the 
oxidation potential registered with free procaine shifted 
to lower values, the current intensity diminished, being 
comparable with that obtained with the complex. It was 
observed that the potentials of the peaks not only shifted, 
but that the shapes of peaks also changed, this may due 
to the high sensitivity of indirect methods over the direct 
methods.
Calibration curve of DPP

The DP-Voltammograms were recorded at Ep = −0.4V 
for sequence additions of procaine hydrochloride (1 × 10-4 
M) to the voltammetric cell containing 250 μL of 250  ppm 
lead acetate, under the fixed optimum conditions. A  plot 
of ∆Ip versus concentration of procaine hydrochloride 
added gives two straight lines, first at low concentration 
range (0.0999–0.4997) × 10-7 M by a calibration equation 
Y = 205.14x + 3.5133 and second, at high concentration 
range (0.9999–5.996) × 10-7 M, (Fig.  9) by calibration 
equations Y = 15.124x + 99.597 with regression coefficient 
R2 = 0.9964 and 0.9906, respectively.

Fig. 6. Differential pulse voltammogram of the buffer and lead acetate 
(Pb2+) under instrument condition.

Fig. 7. Differential pulse voltammogram of the lead acetate (Pb2+) under 
optimum condition.

Fig. 5. (a) Voltammogram of serial addition of procaine hydrochloride, (b) Plot of calibration curve for evaluation of procaine HCl, in SWV technique.
ba
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E. Analytical Figures of Merit
The accuracy (recovery %), precisions (RSD), and the 

limits of detection (LOD), and quantitation (LOQ) of the two 
proposed methods in SWV and DPP techniques are assayed. 
The accuracy and precision of the proposed procedure in 
SWV were provided by measuring Ip of procaine HCl after 
formation of corresponding diazotized procaine of three 
different concentrations of standard procaine HCl (0.1999, 
0.9999, 4.997) × 10-7 M, while in DPP, measuring ∆Ip of 
procaine-Pb complex after the interaction of procaine with 
lead acetate of three different concentrations of standard 
procaine HCl (0.1999, 1.999, 4.997) × 10-7 M, individually in 
three replicate measurements. The values of recovery% and 
RSD% were between 97.49% and 99.74%, and 0.413–0.913%, 
respectively for SWV, while for DPP were 98.85–99.84%, 
and 0.523–0.951%, respectively. The results are shown in 
Tables III and IV, indicating that the proposed procedure is 
valid and applicative. The LOD and LOQ were (1.98433 × 
10-9) M, (6.61144 × 10-9) M, respectively for SWV, while 
for DPP were (3.51923 × 10-9) M, and (1.17307 × 10-8) M, 
respectively. Remarkably lower LODs and LOQs for procaine 
HCl indicated that the proposed method was highly sensitive.

F. Applications
Both methods SWV and DPP were successfully applied 

to evaluate procaine hydrochloride in its pharmaceutical 

Fig. 9. (a) Voltammogram of serial addition of procaine hydrochloride, (b) Plot of calibration curve for evaluation of procaine HCl, in DPP technique.
ba

Fig. 8. Differential pulse voltammogram of (a) procaine HCl, (b) procaine-Pb complex.
ba

Table III
Analytical Data and Optical Characteristics of the Proposed 

Methods Swv and Dpp

Parameters Value

SWV DPP
 linear range (M) (0.0999–5.996)×10‑7 (0.1999–5.996) ×10‑7 
LOD (M) 1.98433×10‑9 3.51923×10‑9

LOQ (M) 6.61144×10‑9 1.17307×10‑8

Recovery (%) range* 97.49–99.74 98.85–99.84
RSD%* range 0.413–0.913 0.523–0.951
texp range 0.219–1.972 0.314–2.945
Determination 
coefficient (R2)

0.9842, 0.9727 0.9964, 0.9894

Slope (a)# 48.125, 4.3491 205.14, 15.813
Intercept (b)# 3.0101, 23.836 3.5133, 96.384
*Average of three determinations, #Regression equation (X=b + ac), where c is procaine 
in M at low and high concentrations. LOQ: Limit of quantification

formulation (injection). The applicability of the proposed 
procedure for the analysis of procaine HCl in pharmaceutical 
formulations was examined by investigating two 
pharmaceutical injections (PenG, 300000  IU, 295  mg) and 
(Deva, 600000  IU, 590  mg) at three different concentrations 
(0.1999, 0.9999, 4.997) × 10-7 M (SWV) and (0.1999, 1.999, 
4.997) × 10-7 M (DPP) of procaine hydrochloride. The results 
are shown in Table IV.

The performance of the proposed procedure was refereed 
by calculating the experimental t-values. At a95% confidence 
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level, the calculated t-values did not overstep the theoretical 
values as noticeable from Table IV. Consequently, it was 
concluded that there is no significant difference between the 
proposed methods and the standard method. Moreover, the 
electrochemical methods for the determination of procaine 
HCl in pharmaceutical injection addressed in this work are 
simple, fast, inexpensive, precise, and accurate and they may 
be suitable for routine analysis and quality control laboratories.
Evolution of the proposed methods

The standard addition method was applied for the 
estimation of procaine hydrochloride in pharmaceutical 
products. In SWV two different concentrations 0.999 × 0-7 
and 1.999 × 0-7 M of the pharmaceutical form (injection) of 
procaine hydrochloride were added to the voltammetric cell 
that contained BRB, 1  mL HCl, 2  mL NaNO2, while for 
DPP 0.1999 × 0-7 and 0.2999 × 0-7 M of the pharmaceutical 
form (injection) of procaine hydrochloride were added to 
the voltammetric cell that contained BRB and lead acetate. 
In each case, a varying amount of standard procaine 
hydrochloride with a range of 0–5 µL of 1 × 10-4 M was added 
and measured under the optimum instrument conditions that 
mentioned before. The results listed in Table V and shown in 
Fig. 10.

At present, unstable power grid accidents happen 
frequently; out of these, accidents caused by voltage 

instability take up a great part, so research on voltage stability 
is imperative. Voltage instability may occur when the system 
voltage is either normal or abnormal, and it is more likely 
to occur after suffering disturbances in the system (Meng 
and Pian, 2016). The exact preparation of the pharmaceutical 
sample might have effect on recovery, these involved minor 
difference between the amount taken and found from the 
proposed methods. During the experimental procedure, the 
slight difference had no impact on the peak current strength, 
signifying the reliability of the applied method during the 
regular procedure. The good recovery implied the high 
selectivity, and efficiency of the method. Indicate that there is 
a high agreement between the standard addition method and 
the proposed methods (SWV and DPP) for the determination 
of procaine hydrochloride in its pharmaceutical preparations 
(injection).

G. Comparison of the Proposed Methods with other 
Electrochemical Methods

In the literature, procaine hydrochloride was quantified 
using different electrochemical techniques and working 
electrodes whether modified or unmodified. A  number of 
analytical variables of the proposed methods were compared 
with the same variables of two other electrochemical methods 
and shown in Table VI.

Table IV
Analysis of Procaine Hcl In Pharmaceuticals Preparations For Methods Swv and Dpp

Drug Certified 
Value (mg)

Method (A) SWV Method (B) DPP

Found (×10‑7 M) Rec. (%) ± RSD*
texp

Measured 
value (mg)

Found×10‑7 (M) Rec. (%) ± RSD*
texp

Measured 
value (mg)

PenG injection (Iran) 295 0.1949 97.49±0.526
texp=1.972

287.59 0.1991 99.59±0.708
texp=1.995

293.79

295 0.9974 99.74±0.760
texp=0.219

294.23 1.979 98.99±0.523
texp=2.171

292.02

295 4.979 99.63±0.865
texp=0.426

293.91 4.989 99.84±0.764
texp=0.314

294.52

Deva injection (Turkey) 590 0.1988 99.44±0.913
texp=0.329

586.69 0.1976 98.85±0.872
texp=1.182

583.21

590 0.9866 98.66±0.413
texp=1.923

582588.09 1.992 99.65±0.951
texp=0.438

587.93

590 4.984 99.74±0.612
texp=1.224

46 4.960 99.26±0.743
texp=2.645

585.63

*Average of three determinations, **Theoretical calculation of t at 95% confidence level (n=5) was 3.18, ***The values after the sign±are the relative standard deviation of the three 
replications of each sample

Table V
The Results of Standard Addition Methods For Analysis of Procaine Hydrochloride in its Drugs

Drug Certified 
value (mg)

Amount taken 
(×10‑7 M)

Amount measured 
(×10‑7 M)

Average of 
recovery (%)

Average of measured 
value (mg)

SWV
PenG injection (Iran) 295 0.999 1.030 101.79 300.28

1.999 2.004
Deva injection (Turkey) 590 0.999 1.020 99.99 589.94

1.999 1.957
DPP

PenG injection (Iran) 295 0.1999 0.2007 98.24 289.81
0.2999 0.2882

Deva injection (Turkey) 590 0.1999 0.1982 99.67 588.05
0.2999 0.3005
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Table VI
Comparing A Number of Variables of The Proposed Method With Other Electrochemical Methods

Literature method Literature method Proposed method 2 Proposed method 1 Parameter
(Zhu, Xu and Liu, 2021) (Silva, Salles and Paixão, 2015)
Differential pulse voltammetry Square wave voltammetry Differential pulse polarography Square wave voltammetry Used technique
Molecular imprinting membrane/
diamond graphite surface

GCE/RuOHCF Silver Silver Electrode

Phosphate Buffer/pH 7 NaNO3 and HCl in deionized 
water

BRB/pH 2 BRB/pH 2 Supporting media

0.9 0 –0.4 –0.05 Ep (V)
4×10‑8–2.5×10‑5 (5–100)×10‑6 (0.1999–5.996)×10‑7 (0.0999–5.996) ×10‑7 Linearity (M)
1.5×10‑8 11×10‑9 3.5192×10‑9 1.9843×10‑9 LOD (M)
2.22–3.12 2.2–3.0 0.413–0.913 0.523–0.951 RSD %
LOD: Limit of detection

Fig. 10. Plot of standard addition method for determination of procaine HCl in pharmaceutical preparations using proposed methods SWV and DPP.

Based on the data shown in the Table above, the proposed 
methods are more sensitive than the other literature methods, 
have a better RSD% range compared to other methods, and 
can be applied for the determination of PROC-HCl at low 
concentrations. Despite that, some analytical methods have 
lower LOD values and wider linear range, but the proposed 
methods do not need pre-treatment of the sample besides the 
easy and short time of the analysis.

IV. Conclusion
The electrochemical estimation of procaine hydrochloride 
by SWV and DPP on the basis of reduction of diazotized 
procaine hydrochloride and interaction of procaine with 
lead ion, respectively, signifies a substantial and reliable 
analytical process. The proposed method has the expediency 
of simplicity and rapidity for the determination of procaine 
in both bulk and dosage forms (injection). The proposed 
methods offer high sensitivity, precision and accuracy for the 
quantification of procaine hydrochloride in pharmaceutical 
samples (injection). The sensitivity of method 1 (SWV) was 

found to be greater than method 2 (DPP) with LOD value 
1.9843×10-9 M, and RSD% of method 1 was in a good range 
of 0.413–0.913%. The simplicity of the approach, linked with 
its cost-effectiveness and potential for automation, positions 
it as a critical tool for routine quality control analysis in the 
pharmaceutical sector.

Acknowledgments

The authors intend to thank the University of Mosul, 
College of Science, Chemistry Department for offering up 
the necessary resources and facilities.

References
Alallaf, I.T., Al-Taee, A.T., and Othman, N.S., 2024. Indirect electrochemical 
determination of carvedilol through its interaction with nitrous acid. Rafidain 
Journal of Science, 33(2), pp.48-56.

Alghamdi, A.F., and Messali, M., 2018. Green synthesis of new ionic liquid and 
its electrochemical determination at some detergents and cosmetics samples using 
differential pulse polarography. Journal of Molecular Liquids, 266, pp.112-117.



ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X�

156� http://dx.doi.org/10.14500/aro.11659

Alhazmi, H.A., Nasib, A.A.B., Musleh, Y.A., Hijri, K.Q., Rehman, Z., Khuwaja, G., 
Al-Bratty, M., Javed, S.A., and Arbab, I.A., 2020. Application of drug–metal 
ion interaction principle in conductometric determination of imatinib, sorafenib, 
gefitinib and bosutinib. Open Chemistry, 18, pp.798-807.

Altunkaynak, Y., Yavuz, Ö., and Levent, A., 2021. Firstly electrochemical 
examination of vildagliptin at disposable graphite sensor: Sensitive determination 
in drugs and human urine by square-wave voltammetry. Microchemical Journal, 
170, p.106653.

Binnewies, M., Finze, M., Schmidt, P., Willner, H., and Canham, G., 2010. 
Allgemeine and a Norganische Chemie. 3rd ed. Springer Spectrum, Heidelberger, 
pp.491.

Domergue, L., Cimetière, N., Giraudet, S., and Hauchard, D., 2023. 
Determination of hydrogen peroxide by differential pulse polarography in 
advanced oxidation processes for water treatment. Journal of Water Process 
Engineering, 53, p.103707.

Dutu, G., Tertis, M., Sandulescu, R., and Cristea, C., 2014. Differential pulse and 
square wave voltammetric methods for procaine hydrochloride determination 
using graphite based SPEs modified with p-tertbutyl-diester-calix[4]arene. 
Revista de Chimie (Bucharest), 65(2), pp.142-147.

Golshani, P., Iranifam, M., Al-Lawati, H.A.J., and Hassanpour-Khaneghah, M., 
2023. FeS2 nanosheets-H2 O2-NaHCO3 chemiluminescence method for procaine 
hydrochloride determination. Luminescence, 38, pp.421-427.

Guan, X., Xinyi, L., Chai, Sh., Zhang, X., Zou, Q., and Zhang, J., 2016. 
A sensitive electrochemical sensor based on solution polymerized molecularly 
imprinted polymers for procaine detection. Electroanalysis, 28, pp.2007-2015.

Haghighian, F., Ghoreishi, S.M., and Attaran, A., 2023. Electrochemical study 
for simultaneous detection of procaine hydrochloride and its metabolite in 
biological samples using a nanostructured strong sensor. Korean Journal of 
Chemical Engineering, 40, pp.650-656.

Haroon, M., Abdulazeez, I., Saleh, T.A., and Al-Saadi, A.A., 2021. 
Electrochemically modulated SERS detection of procaine using FTO electrodes 
modified with silver-decorated carbon nanosphere. Electrochimica Acta, 387, 
p.138463.

He, Y.T, Peng, J.D, Tang, J.X., and Zhang, C., 2013. Incorporation of high-
performance liquid chromatography with resonance Rayleigh scattering detection 
for determination of procaine and lidocaine in human plasma. Analytical 
Methods, 5(24), pp.7110-7116.

Jones, G.R.D., Haeckel, R., Loh, T.P., Sikaris, K., Streichert, T., Katayev, A., 
Barth, J.H., and Ozarda, Y., 2018. Indirect methods for reference interval 
determination-review and recommendations. Clinical Chemistry and Laboratory 
Medicine, 57(1), pp.20-29.

Khayoon, W.S., 2021. Dispersive liquid-liquid microextraction (DLLME)-
spectrophotometric determination of procaine hydrochloride in pharmaceutical 
preparations. International Journal of Drug Delivery Technology, 11, pp.722-727.

Marin, N.M., Batrinescu, G., Nita-Lazar, M., Pascu, L.F., and Lehr, C.B., 
2019. Simultaneous determination of procaine hydrochloride, procainamide 
hydrochloride and lidocaine by molecular absorption spectrometry. In: 
International Symposium the Environmental and The Industry, pp.318-324.

Megale, J.D., and Souza, D.D., 2023. New approaches in antibiotics detection: 
The use of square wave voltammetry. Journal of Pharmaceutical and Biomedical 
Analysis, 234, p.115526.

Meng, X., and Pian, Z., Eds., 2015. Intelligent Coordinated Control of Complex 
Uncertain Systems for Power Distribution Network Reliability. [e-book] 
Elsevier. Available from: https://shop.elsevier.com/books [Last accessed on 
2015 Nov 12].

Mezour, M.A., Oweis, Y., El-Hadad, A.A., Algizani, S., Tamimi, F., and Cerruti, M., 
2018. Surface modification of CoCr alloys by electrochemical reduction of 
diazonium salts. RSC Advances, 8(41), pp.23191-23198.

Pilz, F.H., and Kielb, P., 2023. Cyclic voltammetry, square wave voltammetry 
or electrochemical impedance spectroscopy? Interrogating electrochemical 
approaches for the determination of electron transfer rates of immobilized redox 
proteins. BBA Advances, 4, pp.1-10.

Plotycya, S., Strontsitska, O., Pysarevska, S., Blazheyevskiy, M., and Dubenska, L., 
2018. A  new approach for the determination of benzocaine and procaine in 
pharmaceuticals by single-sweep polarography. International Journal of 
Electrochemistry, 2018, pp.3529-3537.

Qader, I.B., Ismail, H.K., Alesary H.F., Kareem, J.H., Maaroof, Y.T., and Barton, S., 
2023. Electrochemical sensor based on polypyrrole/triiron tetraoxide (PPY/
Fe3O4) nanocomposite deposited from a deep eutectic solvent for voltammetric 
determination of procaine hydrochloride in pharmaceutical formulations. Journal 
of Electroanalytical Chemistry, 951, p.117943.

Silva, T.G., Salles, M.O., and Paixão, T.R.L.C., 2015. Investigation of the use of 
glassy carbon electrode modified with ruthenium hexacyanoferrate for detection 
of procaine. Química Nova, 38(1), pp.85-90.

Tavakkoli, Z., Goljani, H., Sepehrmansourie, H., Nematollahi, D., and 
Zolfigol, M.A., 2021. New insight into the electrochemical reduction of different 
aryldiazonium salts in aqueous solutions. RSC Advances, 11, pp.25811-25815.

Tonooka, K., Naruki, N., Honma, K., Agei, K., Okutsu, M., Hosono, T., 
Kunisue, Y., Terada, M., Tomobe, K., and Shinozuka, T., 2016. Sensitive liquid 
chromatography/tandem mass spectrometry method for the simultaneous 
determination of nine local anesthetic drugs. Forensic Science International, 
1(265), pp.182-185.

Uslu, B., and Ozkan, S.A., 2007. Solid electrodes in electroanalytical chemistry: 
Present applications and prospects for high throughput screening of drug 
compounds. Combinatorial Chemistry and High Throughput Screening, 10(7), 
pp.495-513.

Van Staden, J.F., and Matoetoe, M.C., 2000. Simultaneous determination 
of copper, lead, cadmium and zinc using differential pulse anodic stripping 
voltammetry in a flow system. Analytica Chimica Acta, 411, pp.201-207.

Yilmaz, B., Kaban, S., Akcay, B.K., and Ciltas, U., 2015. Differential pulse 
voltammetric determination of diclofenac in pharmaceutical preparations and 
human serum. Brazilian Journal of Pharmaceutical Sciences, 51(2), pp.285-294.

Zhu, Y., Xu, Y., and Liu, G., 2021. Electrochemical detection of the anesthetic 
drug procaine hydrochloride based on molecularly imprinted polymer/diamond-
graphite composite electrode. International Journal of Electrochemical Science, 
16, pp.1-12.



ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X

http://dx.doi.org/10.14500/aro.11468 157

Distributed Software-Defined Networking 
Management: An Overview and Open Challenges

Rawan S. Alsheikh1†, Etimad A. Fadel1 and Nadine T. Akkari2

1Department of Computer Science, Faculty of Computing and Information Technology, King Abdulaziz University, 
Abdullah Sulayman, Jeddah 21589, Saudi Arabia.

2Department of Computer Science and Information Technology, Jeddah International College, 
Ibn Rasheed Elfehri, Jeddah 23831, Saudi Arabia.

operates across three layers: Application Layer (Management 
Plane), Control Layer (Control Plane), and Infrastructure Layer 
(Data Plane). Fig. 1 shows these interactions (Akyildiz, 2014), 
(Keshari, Kansal and Kumar, 2021).

SDN control plane architecture can be centralized (Fig. 1) 
or distributed (Fig.  2). This paper focuses on large-scale 
wide-area networks (WANs) with key scalability, reliability, 
and performance requirements.

The single SDN controller, as in Fig. 1, has a single point 
of failure (SPOF) problem. Moreover, it is challenging for 
one controller to handle the whole network due to the 
diversity of network application needs and the growth 
of network size. Getting the network view was difficult 
after that. These encourage network designers to consider 
including multi-controller architectures (Yu, Qi and Li, 2020), 
(Almadani, Beg and Mahmoud, 2021), (Aslan and Matrawy, 
2016), (Blial, Ben Mamoun and Benaini, 2016), (Ahmad 
and Mir, 2021), (Oktian, et al., 2017), (Tadros, Mokhtar and 
Rizk, 2019).

In distributed SDN architectures, the data layer is divided 
into multiple domains, each managed by a controller. 
These controllers communicate through East/West-bound 
interfaces to exchange inter-domain information, allowing the 
deployment and configuration of SDN applications on large-
scale networks (Ahmad and Mir, 2021), (Chen, et al., 2017), 
(Hoang, et al., 2022).

Distributed controllers are connected in various topologies, 
including hierarchical and flat, which include logically 
centralized physically distributed, and fully distributed 
controllers (Blial, Ben Mamoun and Benaini, 2016) (Espinel 
Sarmiento, et al., 2021). Each architecture has strengths and 
weaknesses. This paper qualitatively compares distributed 
SDN architectures and seeks to identify the most efficient 
SDN architecture for managing large-scale networks, 
balancing consistency, scalability, and performance.

Hierarchical architectures (e.g., Kandoo [Hassas Yeganeh 
and Ganjali, 2012] and B4 [Jain, et al., 2013]) feature a 
root controller with a global network view, whereas local 
controllers manage only their domains. Although easier 
to manage, this approach introduces latency due to cross-
domain communication through the root controller, leading 
to performance degradation (Blial, Ben Mamoun and 

Abstract—Distributed software-defined networking (SDN) 
architecture satisfies the minimum requirements for wide-area 
networks. The distributed controllers are connected in various 
topologies, including hierarchical and flat, which include logically 
centralized physically distributed, and fully distributed controllers. 
The distributed SDN architectures are qualitatively explored as a 
more suitable solution for managing fluctuating networks in large-
scale deployments, with the goal of optimizing overall network 
performance, particularly for applications that can tolerate 
some level of inconsistency, such as load balancing or routing. 
The logically centralized physically distributed SDN controller 
architecture allows SDN controllers, in conjunction with the 
deployed SDN applications, to centrally coordinate the network 
due to the conciliated global network view. That is created through 
the synchronization process between controllers. However, inter-
controller synchronization creates an overhead that affects the 
system’s performance. In addition, the amount of inter-controller 
synchronization is vulnerable to the chosen consistency approach 
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adaptive consistency models need to be investigated. The study 
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suitable for solving large-scale fluctuating network management 
considering scalability, reliability, and maximizing performance.
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Benaini, 2016), (Ahmad and Mir, 2021), (Oktian, et al., 
2017), (Espinel Sarmiento, et al., 2021).

Flat architectures with logically centralized but physically 
distributed controllers (e.g., HyperFlow [Tootoonchian and 
Ganjali, 2010], Onix [Koponen, et al., 2010], ONOS [Open 
Network Operating System (ONOS) SDN Controller for 
SDN/NFV Solutions, no date], ElstiCon [Dixi, et al., 2014], 
and Orion [Ferguson, et al., 2021]). Allow each controller 
to manage intra-  and inter-site operations, forming a global 
network view through synchronization (Blial, Ben Mamoun 
and Benaini, 2016), (Espinel Sarmiento, et al., 2021). 
However, synchronization can create overhead, affecting 
performance (Ahmad and Mir, 2021). Balancing consistency 
and performance remains a challenge.

Flat architectures with fully distributed controllers (such 
as DISCO [Phemius, Bouet and Leguay, 2014] or ODL 
[Home - OpenDaylight, no date]) operate with reduced inter-

controller communication, prioritizing local optimization 
over global interests (Blial, Ben Mamoun and Benaini, 
2016), (Espinel Sarmiento, et al., 2021), (Bannour, Souihi 
and Mellouk, 2018b), (Informatique and Informatique, 2021).

A logically centralized, physically distributed approach 
is preferable for administering large-scale solutions. 
This enables any application within the cluster to access 
and manage the global network view (Tadros, Mokhtar 
and Rizk, 2019), (Espinel Sarmiento, et al., 2021. 
However, inter-controller communication costs remain 
a significant challenge, which does not receive as much 
concern in the research community (Blial, Ben Mamoun 
and Benaini, 2016), (Alowa and Fevens, 2020), (Espinel 
Sarmiento, et al., 2021).

Tradeoffs between strong and eventual consistency models 
impact network performance: strong consistency ensures 
accurate data but introduces synchronization overhead, 
whereas eventual consistency offers reduced overhead with 
temporary data inconsistencies. This paper explores adaptive 
consistency, which dynamically balances these tradeoffs to 
optimize performance in large-scale SDN networks (Aslan 
and Matrawy, 2016), (Ahmad and Mir, 2021), (Levin, et al., 
2012), (Foerster, Schmid and Vissicchio, 2019), (Bannour, 
Souihi and Mellouk, 2018a).
This work’s contributions are as follows:
•	 We analyze the key challenges distributed SDN architectures 

face, particularly focusing on scalability, reliability, 
consistency, and synchronization overhead in large-scale 
networks to determine the most effective architecture for 
network administration

•	 We provide a qualitative comparison of hierarchical, 
flat, and logically centralized physically distributed SDN 
architectures, highlighting their strengths and weaknesses 
in managing large-scale fluctuating networks. Based on this 
analysis, we suggest that a logically centralized, physically 
distributed architecture is most suitable for network 
administrationFig. 1. Overview of software-defined networking architecture.

Fig. 2. Distributed software-defined networking architecture with network state distribution.
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•	 We evaluate strong, eventual, and adaptive consistency 
models in the context of SDN, emphasizing their impact 
on network performance, scalability, and application 
requirements

•	 We propose using an adaptive consistency model for logically 
centralized, physically distributed SDN architectures. This 
approach aims to solve the synchronization overhead 
problem, which introduces latency and degrades performance. 
By employing dynamic consistency, the synchronization 
process can adapt to network conditions, reducing overhead 
whereas maintaining system performance, particularly for 
applications that can tolerate some inconsistency.

The rest of this paper is structured as follows: Section 2 
discusses the Architecture and Components of Distributed 
SDN. Distributed SDN architecture challenges are discussed 
in section 3. Section 4 presents Distributed SDN Topologies 
and Qualitative Evaluation. Section 5 focuses on Network 
State Consistency. Section 6 discusses Distributed SDN: 
Future Directions. The study is concluded in section 7.

II. The Architecture and Components of Distributed SDN
Understanding how distributed SDN architecture is 

designed and operates is crucial. Fig. 2 presents a distributed 
SDN system consisting of three main layers: the Application 
Layer (Layer A), the Control Layer (Layer S), and the Data 
Layer (Layer P). This layered structure resembles the Onix 
SDN control systems (Koponen, et al., 2010) and the work 
on (Levin, et al., 2012). The architecture consists of five 
essential components: Data layer, connectivity infrastructure, 
instances of the distributed control plane, control logic, and 
database. The green dashed and dotted arrows in Fig.  2 
illustrate the points where network states are exchanged 
across the system.

A. Data Layer
Network switches and routers are illustrated as blue boxes 

at the lowest layer in Fig. 2. These forwarding devices retain 
the network data plane state in the Forwarding Information 
Base and associated metadata such as flow ports and packet 
counters. These devices run the software necessary to 
support interfaces, such as OpenFlow, enabling controllers 
to read and modify the network state by updating forwarding 
table entries. A  controller’s domain includes all switches 
and hosts directly connected to it (Oktian, et al., 2017), 
(Koponen, et al., 2010), (Levin, et al., 2012).

B. Connectivity
The connectivity framework supports bidirectional 

communication, depicted by the green dotted arrows in 
Fig.  2 for interactions between control plane instances, 
and by the green dashed arrows for communication 
between switches and control plane instances. It facilitates 
convergence during link failures and employs standard 
protocols, such as OSPF or IS-IS, to preserve the forwarding 
state (Koponen, et al., 2010).

The East-bound interface (red box in Fig.  2) allows SDN 
controllers to exchange information, whereas a West-bound 
interface can connect SDN controllers with legacy systems 
(Ahmad and Mir, 2021), (Hoang, et al., 2022).

Controllers can interconnect vertically (hierarchical) or 
horizontally (flat). However, intercontroller communication 
costs remain a significant challenge in distributed SDN 
environments (Blial, Ben Mamoun and Benaini, 2016), 
(Espinel Sarmiento, et al., 2021), (Alowa and Fevens, 2020).

C. Distributed Control Plane Instances
The control plane operates as a distributed system, 

with each instance functioning as a network operating 
system (NOS) (Koponen, et al., 2010), (Levin, et al., 
2012). Controllers oversee the management of the network 
state (Layer S) and provide programmatic interfaces for 
accessing and modifying control logic. Control plane 
instances collaborate within the cluster through distribution 
I/E, enabling SDN applications (Layer A) to interact with a 
simplified, abstract representation of the physical network 
(Koponen, et al., 2010), (Levin, et al., 2012). Each controller 
maintains a Network Information Base (NIB) housed in a 
database (yellow box in Fig. 2) (Levin, et al., 2012).

D. Control Logic
The control logic, represented by the green box in Fig.  2, 

operates on the controller’s API. It uses network state 
information to determine the intended network behavior 
(Koponen, et al., 2010), (Levin, et al., 2012).

E. Database
The database management system (yellow box in 

Fig.  2) is crucial for the distributed control plane, storing 
intra-  and inter-domain information for each controller. 
It could be utilized as a method of information sharing 
between controllers, obviating the necessity for a specific 
communication protocol. SDN solutions use either SQL or 
NoSQL databases (Espinel Sarmiento, et al., 2021).

A distributed database architecture facilitates the scalability 
of the control plane and enhances its ability to manage 
system failures efficiently (Koponen, et al., 2010).

III. Distributed SDN Architecture challenges
While the SDN project has the potential to revolutionize 

and improve networks, it is still in its early phases of tackling 
a wide range of difficulties (Fig.  3), including scalability, 
reliability, consistency and synchronization overhead, 
interoperability, East–West interface implementations, and 
security (Informatique and Informatique, 2021), (Hussein, 
et al., 2018).

Although reliability and scalability are thought to be the 
two key drawbacks of centralized SDN control architectures, 
they are equally significant considerations when creating a 
physically distributed SDN architecture (Informatique and 
Informatique, 2021), (Hussein, et al., 2018), and (TS, 2019). 
This paper will address key issues such as interoperability 
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and security; however, the primary focus will be on the 
challenges related to the consistency and synchronization 
overhead.

A. Consistency and Synchronization Overhead
In a physically distributed architecture, consistency 

necessitates preserving an up-to-date network-wide 
perspective (Ahmad and Mir, 2021). Consistency management 
is achieved through an inter-controller synchronization 
process, which ensures that the network view is aligned 
across all controllers (Oktian, et al., 2017).

Addressing consistency challenges whereas considering 
trade-offs in SDN controller platforms is vital. Achieving 
consistency necessitates a synchronization process, which 
can impose significant overhead on the system. While lower 
consistency levels reduce synchronization overhead, they 
increase the risk of state conflicts. On the other hand, strict 
consistency enforces more frequent synchronization, leading 
to higher overhead in the control plane (Sakic, et al., 2017). 
This overhead increases latency and impacts the system’s 
scalability. Latency, often referred to as responsiveness, is the 
time the system requires to respond to flow requests (Tadros, 
Mokhtar and Rizk, 2019), (Hoang, et al., 2022), (Espinel 
Sarmiento, et al., 2021), (Informatique and Informatique, 
2021), (Levin, et al., 2012), (Akyildiz, 2014).

B. Interoperability
Interoperability among SDN controllers is essential for the 

effective operation of distributed controller systems. Another 
significant operational problem related to SDN’s maturity, 
growth, and commercial usage is the compatibility across 
various SDN controller systems from various suppliers (Yu, 
Qi and Li, 2020), (Informatique and Informatique, 2021).

The fact that each SDN controller has its own 
communication method makes it extremely challenging for 
SDN networks to communicate information between various 
domains (Yu, Qi and Li, 2020).

However, contrary to the wide acceptance of the 
standardization of OpenFlow’s southbound interface, the 

research community has not given the East–Westbound 
interface the required attention to provide interoperability and 
synchronization among SDN controllers. This is driven by 
the fact that there is no need for SDN network compatibility 
because the transition from the traditional network to SDN 
is still just a minor one. However, as SDN continues to 
demonstrate its benefits, The need for standard East-West 
protocol is essential to the internet’s existence in the near 
future (Hoang, et al., 2022).

C. Security
Another significant issue that needs to be researched 

is SDN security. The integrity of data flows between SDN 
controllers and switches is still not guaranteed (Informatique 
and Informatique, 2021). In addition, authentication 
procedures are urgently needed in distributed control 
architecture to validate and verify controller instances 
(Ahmad and Mir, 2021). This paper does not consider 
security issues, as the focus is primarily on applications that 
can tolerate a certain level of inconsistency, such as load-
balancing or routing applications.

IV. Distributed SDN Topologies and Qualitative 
Evaluation

Several research studies, such as Yu, Qi and Li, 2020, 
Hoang, et al., 2022, Espinel Sarmiento, et al., 2021), and 
Informatique and Informatique, 2021, have introduced 
a thorough evaluation of cutting-edge distributed SDN 
controller platforms.

Several topologies, such as hierarchical or flat, are used 
for distributed controller interconnection. The flat architecture 
can be logically centralized physically distributed, or fully 
distributed (Ahmad and Mir, 2021), (Espinel Sarmiento, 
et al., 2021). Logical classification in our research was 
adopted by (Espinel Sarmiento, et al., 2021), (Bannour, Souihi 
and Mellouk, 2018b), (Informatique and Informatique, 2021).

Fig.  4 illustrates some differences between these SDN 
distributed architectures and how each architecture preserves 
the network state. It distinguishes between local (domain-
specific) and global (network-wide) states. The local state 
reflects the current network status within a controller’s 
domain, tracking events such as host connections and link 
changes. In contrast, the global state represents the overall 
network status across all domains (Oktian, et al., 2017).

Each topology affects key issues in distributed SDN 
controllers, such as scalability, reliability, latency, consistency, 
and synchronization overhead (Keshari, Kansal and Kumar, 
2021), (Ahmad and Mir, 2021), (Oktian, et al., 2017), 
(Bannour, Souihi and Mellouk, 2018b), (Hu, Li and Huang, 
2014). Table I summarizes the characteristics of hierarchical, 
flat logically centralized, and flat fully distributed topologies 
based on these factors.

A. Hierarchical
The hierarchical architecture, such as Kandoo (Hassas 

Yeganeh and Ganjali, 2012) and B4 (Jain, et al., 2013), 

Fig. 3. The main challenges of physically distributed software-defined 
networking control.
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Table I
Distributed SDN Topology Characteristics

Distributed 
Controller Topology

Controller‑to‑ 
Controller 
connectivity 
model 

ScalabilityRobustness 
(reliability)

Latency Managing consistency Synchronization 
Overhead

Real case scenarios

Hierarchical Vertical High Low (root 
controller 
SPOF)

High Centralized in the root 
controller 

Medium Kandoo (Hassas Yeganeh and 
Ganjali, 2012) and B4 
(Jain, et al., 2013) 

Logically  
Centralized 
Physically 
Distributed

Horizontal (Flat) Medium High Medium 
(depends on 
the technical 
execution of the 
solution) 

By synchronization and 
creating a global view

High/Medium 
(depending on the 
chosen consistency 
model)

Elasticon (Dixi, et al., 2014), 
HyperFlow (Tootoonchian 
and Ganjali, 2010), Orion 
(Ferguson, et al., 2021), 
DragonFlow (OpenStack 
Docs: Distributed Dragonflow, 
no date), Onix (Koponen,
et al., 2010), and ONOS (Open 
Network Operating System 
(ONOS) SDN Controller for 
SDN/NFV Solutions, no date)

Fully Distributed Horizontal (Flat) Very  
High 

Very  
High

Low Manage consistency at 
the application level 

Low (shares with 
other instances when 
necessary).

DISCO (Phemius, Bouet 
and Leguay, 2014) and ODL 
(Home ‑ OpenDaylight, no 
date) 

Fig. 4. Distributed software-defined networking topologies.

organizes controllers in a vertical arrangement, with the 
root controller positioned at the top. This root controller 
manages the global network state, whereas local controllers 
are responsible for handling their specific domains. The root 
controller ensures network-wide connectivity by overseeing 

subordinate controllers (Blial, Ben Mamoun and Benaini, 
2016), (Ahmad and Mir, 2021), (Oktian, et al., 2017), 
(Espinel Sarmiento, et al., 2021).

While this method improves scalability over centralized 
systems, robustness remains limited due to the root controller 
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being a SPOF (Blial, Ben Mamoun and Benaini, 2016), 
(Ahmad and Mir, 2021), (Espinel Sarmiento, et al., 2021), 
(Informatique and Informatique, 2021).

Replicating the root controller across multiple controllers 
can reduce SPOF risk, but having too many root controllers 
can complicate coordination and reduce network efficiency 
(Oktian, et al., 2017), (Espinel Sarmiento, et al., 2021).

There are no East/West-bound API connections between 
the local SDN controllers in the cluster. Instead, they 
communicate solely with the root controller. This dependency 
for cross-domain communication introduces latency and 
performance degradation (Ahmad and Mir, 2021), (Oktian, 
et al., 2017), (Espinel Sarmiento, et al., 2021).

B. Flat
In flat architectures, controllers are arranged horizontally, 

each managing part of the network, whereas simultaneously 
carrying out the same responsibilities (Blial, Ben Mamoun 
and Benaini, 2016), (Ahmad and Mir, 2021).

To tackle consistency, flat systems can use either leader-
based or leaderless coordination. In leader-based systems 
(e.g., Onix [Koponen, et al., 2010], ONOS [Open Network 
Operating System (ONOS) SDN Controller for SDN/
NFV Solutions, no date], and ElstiCon [Dixi, et al., 
2014]), a cluster elects a leader to manage communication 
(Oktian, et al., 2017). Leaderless systems (e.g., HyperFlow 
[Tootoonchian and Ganjali, 2010] or DISCO [Phemius, 
Bouet and Leguay, 2014]), allow controllers to communicate 
directly, sharing equal roles (Oktian, et al., 2017).

Flat architectures enhance failure resilience and 
performance but complicate consistency management 
(Blial, Ben Mamoun and Benaini, 2016), (Informatique and 
Informatique, 2021).

When a horizontal interface is used, it means that in 
addition to the time needed for the system to reply to a user 
request locally (such as CPU, memory, and thread utilization), 
the time required to synchronize with remote sites and 
provide a final response must also be taken into account. The 
synchronization process will create a synchronization overhead 
affecting the system’s performance. The technical execution 
of the solution may cause this latency and will affect the total 
time required to provide an inter-site service, which affects 
the system responsiveness (Ahmad and Mir, 2021), (Oktianm, 
et al., 2017), (Espinel Sarmiento, et al., 2021).

The Flat architecture can be logically centralized physically 
distributed, or fully distributed (Blial, Ben Mamoun and 
Benaini, 2016), (Espinel Sarmiento, et al., 2021), (as per 
Fig.  3). Both topologies will be explained in the following 
subtitles.
Logically centralized physically distributed

In this architecture, each site has one controller responsible 
for intra-  and inter-site operations, as seen in systems such 
as, HyperFlow (Tootoonchian and Ganjali, 2010), Onix 
(Koponen, et al., 2010), ONOS (Open Network Operating 
System (ONOS) SDN Controller for SDN/NFV Solutions, 
no date), ElstiCon (Dixi, et al., 2014), and Orion (Ferguson, 
et al., 2021). Whenever a controller creates or modifies a 

network resource, it broadcasts any changes (e.g., device or 
link failure) to other controllers through synchronizations. In 
synchronization, each controller in many domains must share 
a portion of their local network state with other controllers to 
build a global network state. However, no standards dictate 
what information must be shared (Blial, Ben Mamoun and 
Benaini, 2016), (Oktian, et al., 2017), (Tadros, Mokhtar 
and Rizk, 2019), (Hoang, et al., 2022), (Alowa and Fevens, 
2020), (Levin, et al., 2012).

Distributed hash tables, transactional databases, and 
partial quorum techniques (Saito and Shapiro, 2010) are a 
few examples of distributed, replicated storage formats that 
can be utilized to implement the NOS state distribution and 
management (Levin, et al., 2012), (Saito and Shapiro, 2010).

As shown in Fig.  3, a logically centralized physically 
distributed structure allows multiple controllers to share 
network information, functioning as a single controller. 
This design mirrors the original SDN proposal, enabling 
centralized network control logic whereas distributing 
responsibility across controllers. It allows management from 
a global network perspective, improving control in SDN 
environments (Blial, Ben Mamoun and Benaini, 2016), 
(Tadros, Mokhtar and Rizk, 2019), (Espinel Sarmiento, et al., 
2021), (Bannour, Souihi and Mellouk, 2018b).

There are several ways to obtain network information 
from SDN controllers. First, is polling, where controllers 
periodically request updates, even if no changes have 
occurred. Second, the more efficient publish/subscribe 
method, where controllers only receive updates when 
changes happen(Oktian, et al., 2017). In addition, a shared 
distributed data store allows controllers to exchange states 
(Espinel Sarmiento, et al., 2021).

The shift toward logical centralization of control within 
the distributed SDN paradigm helps mitigate the complexity 
of distributed systems. In this context, incorporating a 
Knowledge Plane into the architecture can leverage various 
machine learning (ML) techniques, such as Deep Learning. 
Collecting network knowledge and then utilizing that 
knowledge to control and manage the network, exploiting 
the capabilities of SDN logically centralized control 
(Mestres, et al., 2017).

However, these systems’ effectiveness depends on the 
capabilities provided by the database system. Even that some 
of them have specific database systems built for them such 
as ONOS (Open Network Operating System (ONOS) SDN 
Controller for SDN/NFV Solutions, no date) distributed 
controllers linked through Atomix system (Atomix, no 
date), they fall short of issues such as network partitioning 
(depending on the database system) or data locality awareness 
(Espinel Sarmiento, et al., 2021).
Fully distributed

In fully distributed architectures such as DISCO (Phemius, 
Bouet and Leguay, 2014), controllers are both physically 
and logically distributed. Each controller maintains a local 
network view and communicates with other controllers 
only when necessary to exchange service-specific data. This 
approach reduces communication overhead and alleviates 
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scalability limitations encountered in centralized designs 
(Blial, Ben Mamoun and Benaini, 2016), (Espinel Sarmiento, 
et al., 2021), (Informatique and Informatique, 2021), 
(Bannour, Souihi and Mellouk, 2018b).

Fully distributed architecture avoids the initial tendency of 
SDN by giving many controllers different roles throughout 
the network (Blial, Ben Mamoun and Benaini, 2016). This 
architecture suits multi-domain heterogeneous environments, 
especially WANs and overlay networks. It has the ability 
to function under multiple Autonomous Systems (ASes) 
operating under various administrative domains in large-scale 
networks such as the Internet (Bannour, Souihi and Mellouk, 
2018b), (Informatique and Informatique, 2021).

In this architecture, intra-domain modules handle core 
functions such as network monitoring, whereas inter-domain 
modules manage communication between domain controllers 
using protocols such as Advanced Message Queuing Protocol 
or Representational State Transfer APIs for the East-West 
interface (Almadani, Beg and Mahmoud, 2021), (Ahmad 
and Mir, 2021), (Espinel Sarmiento, et al., 2021), (Bannour, 
Souihi and Mellouk, 2018b).

Fully distributed systems provide robustness against 
network disconnections, as failures affect only part of 
the infrastructure (Espinel Sarmiento, et al., 2021). Fully 
distributed solutions face drawbacks such as static division 
into independent entities, contrasting with David D. Clark’s 
Knowledge Plane theory (Clark, et al., 2003), which 
advocates centralized management. In addition, network 
optimization is local, with entities following their own 
policies rather than serving the overall network’s interests 
(Bannour, Souihi and Mellouk, 2018b), (Informatique and 
Informatique, 2021).

Fully distributed systems face challenges in dynamic 
environments, where conflict resolution and tasks such as 
dynamic IP assignment are more complex. Moreover, in 
fully distributed architectures, consistency is managed at 
the application level due to independent local databases. 
The East-West interface lacks built-in conflict resolution, 
requiring additional calls to handle conflicts. These solutions 
focus on read/write operations and database concurrency, 
which is beyond our scope (Espinel Sarmiento, et al., 2021).

The researchers (Hu, Li and Huang, 2014) evaluate the 
SDN controller’s scalability in handling flow initiation 
requests. According to their findings, the best scalability 
points are found in the flat fully distributed SDN controller 
with a slight gap. The hierarchical model competes for 
second place. Interestingly, in their experiment, the logically 
centralized physically distributed SDN controller suffers 
significantly (Oktian, et al., 2017).

From Table I and the discussion, logically centralized 
physically distributed architectures are better for management 
solutions due to the global network view. Applications can 
access and control the environment from any part of the 
cluster (Espinel Sarmiento, et al., 2021). However, the 
synchronization required for consistency introduces overhead, 
reducing scalability and increasing latency. The degree of 
synchronization depends on the consistency model used. In 
the next section, we explore different consistency approaches.

V. Network State Consistency
In distributed SDN architectures, controllers must maintain 

consistent network information across their data structures 
(Ahmad and Mir, 2021), (Informatique and Informatique, 
2021), (Zhang, Wang and Huang, 2018).

According to the (CAP) theorem, (C) Consistency, (A) 
Availability, and (P) Partition Tolerance, only two of the 
three qualities can be met in case of failure (Brewer, 2000), 
(Seth Gilbert and Nancy Lynch, 2002), (Panda, et al., 2013). 
A  network with several highly available partitions (A and 
P) specifically results in a lower level of consistency. As a 
result, this outdated state impacts how applications work 
correctly. A system with significant consistency (C and P), on 
the other hand, leads to reduced network availability (Hoang, 
et al., 2022).

In addition, on a regular working system without 
considering failure, the choice between consistency and 
latency has also impacted distributed SDN architecture. This 
tradeoff with CAP is combined in the novel formulation 
PACELC (Abadi, 2012)—the PACELC theorem, which 
stands for Partitioned, Availability, Consistency Else Latency, 
Consistency. In light of this new formulation, in the case 
of network partitioning (P), one must choose between 
availability (A) and consistency (C) in a distributed computer 
system. Else (E), if the system is functioning normally in the 
absence of partitions, one must choose between latency (L) 
and consistency (C) (Abadi, 2012).

These theorems are essential as the distributed SDN 
controller, specifically, the logically centralized physically 
distributed architecture, uses the datastore to store the state 
of the entire network, which needs to be consistent.

The distributed SDN controller will probably inherit the 
characteristic of the implemented datastore (i.e., whether it is 
CP or AP) (Oktian, et al., 2017).

The consistency issue arises from the hardness of 
resolving the update problems in the network. In other 
words, maintaining consistency depends on the order of 
operations computed sequence in the execution network 
devices (Foerster, Schmid and Vissicchio, 2019).

Besides the degradation of application performance, 
inconsistency can cause other severe problems in the 
networks, such as isolation and reachability violation, black 
holes, and forwarding loops (Aslan and Matrawy, 2016), 
(Poularakis, et al., 2019).

Three consistency approaches can be applied: strong, 
eventual, and adaptive. Table II compares the consistency 
models according to Consistency level, Scalability, 
Availability, State synchronization Overhead, and Latency.

A. Strong Consistency Model
Strong consistency ensures that controllers operate 

with a consistent global view (Levin, et al., 2012). Strong 
consistency is based on a blocking synchronization procedure 
that prevents switches from reading data till the controllers 
are fully updated. It reduces the scalability and availability 
of the network and limits the system’s responsiveness 
(Levin, et al., 2012), (Informatique and Informatique, 2021).
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Applications requiring high reliability, such as security-
sensitive systems (e.g., firewalls), rely on strong consistency 
to prevent unauthorized traffic and ensure data accuracy 
(Aslan and Matrawy, 2016), (Espinel Sarmiento, et al., 2021), 
(Foerster, Schmid and Vissicchio, 2019).

However, most studies on distributed SDN networks 
focus on strong consistency (Hoang, et al., 2022). Network 
application developers may decide not to design their 
programs to be strongly consistent for various reasons. 
Strong consistency increases latency and reduces availability, 
which is problematic in dynamic networks with frequent 
node failures. Applications that require low latency or high 
availability often favor more flexible consistency models 
to maintain performance and responsiveness (Aslan and 
Matrawy, 2016).

B. Eventual Consistency Model
Eventually, consistent designs incorporate information as 

it becomes available and eventually reconcile modifications 
as each domain has knowledge of them. In other words, all 
controller copies will “eventually” converge over time and 
achieve global network view consistency. This resolves the 
problem of blocking during the synchronization period, which 
is encountered in strong consistency (Levin, et al., 2012), 
(Informatique and Informatique, 2021), (Sakic, et al., 2017).

Accordingly, controllers can handle higher update rates 
and react quicker, but they can temporarily have inconsistent 
network views, which could lead to inappropriate 
application behavior (Levin, et al., 2012), (Informatique 
and Informatique, 2021), (Saito and Shapiro, 2010). Many 
emerging applications for SDN controller platforms with high 
availability and scalability on a large scale choose eventual 
consistency (Informatique and Informatique, 2021).

C. Adaptive Consistency Models
Adaptively consistent architecture for distributed SDN 

controllers transforms the inconsistency issue into an 
automatic control in which the adaptivity module will 
automatically adjust the value of the synchronization period 
according to the performance of the target application. The 
adaptivity module utilizes a feedback loop from measurement 
or/and prediction extracted data from the fluctuating network 
environment (Aslan and Matrawy, 2016). In other words, 
the state synchronization takes place in accordance with 
performance and consistency restrictions established by 
the application at runtime by employing triggers according 
to specified thresholds to enable dynamic change of a 
consistency level (Bannour, Souihi and Mellouk, 2018a), 
(Sakic, et al., 2017). A  system can use adaptive consistency 
to deploy applications that tolerate some inconsistency.

From Table II, whereas a strongly consistent network state 
leads to increased overhead, a weakly consistent network 
state will produce good performance but less accurate 
network functioning. Adaptive consistency is an effort to 
create a solution between the two consistency extremes.

VI. Distributed SDN: Future Direction
Standard static eventual consistency is commonly 

used for logically centralized physically distributed SDN 
Control. It suggests a method of synchronization process at 
fixed intervals, such as the one used by Orion (Ferguson, 
et al., 2021), in modern SDN systems to achieve effective 
scalability. It is argued that it provides no bounds on the 
tolerated state inconsistencies by SDN applications (Bannour, 
Souihi and Mellouk, 2018a). The fixed synchronization 
periods may result in utilizing outdated data, disrupt the 
network, and cause the application to perform less well by 
sending unnecessary synchronization messages.

Adopting the idea of adaptive consistency in SDN 
controllers is necessary to leverage administering solutions 
with a logically centralized physically distributed approach. 
Adaptive consistency addresses the limitations of static 
eventual consistency and strong consistency approaches 
(Aslan and Matrawy, 2016), (Bannour, Souihi and Mellouk, 
2018a). This model combines the idea of eventual consistency 
with a cost-based approach to adjust the consistency level 
based on observed state convergence and the inefficiencies 
caused using stale state as inputs (Sakic, et al., 2017).

An adaptive controller can be defined as a controller that 
has the ability to dynamically and autonomously adjust its 
configuration to reach a predetermined level of performance 
based on its requirements and measured in developed metrics 
(Aslan and Matrawy, 2016), (Bannour, Souihi and Mellouk, 
2018a). Several works in the literature recently introduced 
adaptive consistency, such as Aslan and Matrawy, 2016, 
Bannour, Souihi and Mellouk, 2018a, and Sakic, et al., 2017.

From Table II and the discussion, the key advantages and 
motivations behind adopting an adaptive consistency model 
for the logically centralized physically distributed SDN 
architecture are as follows:

Reduced Complexity: By dynamically adjusting 
the consistency level, the adaptive model reduces the 
complexity of application development. Developers do not 
need to explicitly handle synchronization or worry about 
inconsistencies in real time. The model abstracts away the 
complexity of consistency management, making it easier to 
build and maintain applications.

Minimized Controller State Distribution Overhead: In 
traditional synchronization approaches, controllers often 

Table II
Consistency Models for Logically Centralized Physically Distributed SDN Architecture Comparisons

Consistency model Consistency Level Scalability Availability State Synchronization overhead Latency
Strong consistency Very high Low Low Very High High 
Eventual consistency Low High High Medium Medium 
Adaptive consistency Medium High High Low Low 
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exchange unnecessary synchronization messages, leading 
to increased overhead. The adaptive consistency model 
removes the distribution of unused messages, reducing 
the synchronization overhead while still maintaining the 
required level of consistency. This optimization improves the 
scalability and performance of the system.

Responding to Changing Network Conditions: SDN 
environments are dynamic, and network conditions can 
change rapidly. The adaptive consistency model allows 
controllers to respond quickly to these changes. It ensures 
that the system adapts its consistency level based on observed 
convergence rates, enabling controllers to make decisions 
based on the up-to-date information available.

Reduced Controller-to-Controller Contacts: By adjusting 
the consistency level based on observed state convergence, 
the adaptive model can minimize the frequency of controller-
to-controller contacts. This reduction in inter-controller 
communication leads to improved system response time and 
efficiency.

VII. Conclusion
Distributed SDN architectures offer significant advantages 
over centralized designs, particularly in managing large-scale 
networks and addressing challenges such as SPOF, scalability, 
reliability, and performance bottlenecks. This study has 
shown that distributed architectures—whether hierarchical, 
flat, or logically centralized but physically distributed—
each have their strengths and tradeoffs based on network 
needs. Hierarchical architectures improve scalability but 
introduce higher latency due to reliance on a root controller. 
Flat architectures enhance reliability and performance but 
complicate consistency management.

The logically centralized physically distributed architecture 
offers a balanced approach by combining centralized control 
logic with a global network perspective. This architecture is 
more efficient in resolving conflicts at the East-West interface 
and is better suited for global optimization than fully 
distributed architectures, which focus on local optimizations 
in multi-domain environments. However, synchronization 
overhead between controllers remains a key challenge, 
impacting scalability and latency.

Our analysis of consistency models—strong, eventual, 
and adaptive—reveals that strong consistency ensures data 
accuracy but adds overhead, whereas eventual consistency 
improves scalability at the cost of temporary inconsistencies. 
The adaptive consistency model, which dynamically adjusts 
synchronization levels based on real-time conditions, strikes 
a balance by reducing overhead and maintaining adequate 
performance, particularly for applications such as load 
balancing and routing.

In conclusion, our findings suggest that the logically 
centralized physically distributed architecture, combined 
with adaptive consistency, offers the best solution for 
managing large-scale fluctuating networks by minimizing 
synchronization overhead and improving scalability and 
reliability. Future work should further explore dynamic 

consistency models to better optimize the balance between 
consistency, scalability, and performance in SDN systems.
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Abstract—Metering fluids is critical in various industries, and 
researchers have extensively explored factors affecting measurement 
accuracy. As a result, numerous sensors and methods are developed 
to precisely measure volume fractions in multi-phase fluids. 
A significant challenge in multi-phase fluid pipelines is the formation 
of scale within the pipes. This issue is particularly problematic in 
the petroleum industry, leading to narrowed internal diameters, 
corrosion, increased energy consumption, reduced equipment 
lifespan, and, most crucially, compromised flow measurement 
accuracy. This paper proposes a non-destructive metering system 
incorporating an artificial neural network with capacitive and 
photon attenuation sensors to address this challenge. The system 
simulates scale thicknesses from 0 mm to 10 mm using COMSOL 
multiphysics software and calculates counted rays through Beer-
Lambert equations. The simulation considers a 10% interval 
of volume variation in each phase, generating 726 data points. 
The proposed network, with two inputs-measured capacity and 
counted rays-and three outputs-volume fractions of gas, water, 
and oil-achieves mean absolute errors of 0.318, 1.531, and 1.614, 
respectively. These results demonstrate the system’s ability to 
accurately gauge volume proportions of a three-phase gas-water-oil 
fluid, regardless of pipeline scale thickness.

Index Terms—Non-destructive metering, Scale thickness 
in pipelines, Multi-phase fluids, Artificial neural network, 
Capacitive sensors, Gamma-ray attenuation sensor.

I. Introduction
Measuring the volume fraction (VF) of multiphase flows is 
a critical task and so important in a number of fields such as 
gas, oil, and water. This is because of many subjects, such 
as financial matters and environmental-oriented concepts. 

Hence, researchers have been strived a lot to present new 
and optimized methods to avoid making delay and separation 
in the process being the worst part of conventional methods. 
Among introduced techniques, gamma-ray attenuation and 
capacitance-based sensors are so intriguing and this is because 
of their natures, which are non-destructive, non-invasive, and 
applicable to be utilized in harsh conditions unlike mechanical 
solutions, such as turbo meters, sampling tubes, and vibrating 
densitometers, which are intrusive in measurement and 
complex in their structures (Mayet, et al., 2024a). Regarding 
the gamma attenuation sensor, many works can be found that 
authors have utilized this type of sensor to measure volume 
fractions of fluids. In 1999, Abro and his coworkers developed 
a technique that used multiple radiation beams to detect flow 
patterns in two-phase flow within a narrow pipe (Åbro, et al., 
1999). In a sophisticated system, Salgado et al. employed dual-
energy gamma emitter radioisotopes. They had an emphasis 
on investigations into the complex nature of gas-oil-water 
multiphase flow in mostly understanding and identification 
of different flow patterns (Salgado, et al., 2010). Roshani and 
his colleagues conducted an analysis of the performance of a 
radial basis function (RBF) neural network alongside a photon 
attenuation sensor to predict various phases’ proportions in 
water, oil, and gas annular mixtures. They evaluated 3 different 
structures of the mentioned model. The first one aimed at 
predicting the proportions of water and oil, the second focused 
on gas and water, and the third on gas and oil. They reported 
that the first RBF model was the most accurate in forecasting 
proportions in the three-phase annular mixture (Roshani, 
et al., 2017a). In the aspect of capacitive sensors, many works 
have been published so far. Researchers have used capacitive 
plates to measure both the resistance and capacitance of a 
three-phase blended liquid without physical intrusion. The 
examined Plexiglas pipeline was equipped with two semi-
cylindrical electrodes each one of them covered about half of 
the pipeline’s circular perimeter (Sheikh, Hassan and Iqbal, 
2019). Fouladinia et al. have employed a capacitive sensor 
in a three-phase homogeneous regime to measure volumes 
of all phases. They have concluded that just one capacitive 
sensor is unable to do this action and there is a need for other 
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methodologies or using other types of sensors along with the 
utilized sensor. Hence, they measured the proportion of water, 
precisely (Mayet, et al., 2024b). Proposing new and optimized 
capacitance-oriented sensor is a hot topic and many papers can 
be found in this regard. For example, in (Syah, et al., 2023), 
a new sensor called arrow-shaped has been presented which 
has a good level of sensitivity for two-phase annular fluids. 
Similarly, a capacitive sensor called skewed has been proposed 
by authors which is able to measure volume fractions of oil and 
gas two-phase flows in stratified, annular, and homogeneous 
regimes (Iliyasu, et al., 2024). Scale layers that are formed 
within pipelines face oil and water industries with a number 
of challenges such as drilling tools, increasing the consumed 
energy, decreasing the efficiency, and the most important one, 
reducing the accuracy of flow measurement. Flowing water in 
pipes introducing some materials, such as calcium, barium, and 
strontium sulfate, leads to the forming of these challengeable 
layers. Therefore, many papers have been published to measure 
scale-oriented matters in pipelines. For instance, in (Oliveira, 
et al., 2015), authors have used a detector paired with a source 
to investigate the accumulation of scale within transmission 
channels. The authors collected gamma spectra at intervals of 
0.5 cm. Their findings indicated that while gamma transmission 
scanning is capable of identifying the existence of scale in a 
pipe carrying a single-phase flow, it cannot accurately map the 
exact distribution of the scale. Salgado and his coworkers have 
employed a method for measuring the thickness of scale inside 
pipelines. Their introduced method included a source, a steel 
pipe, and a detector. The collected gamma spectra were given to 
an artificial neural network (ANN) resulting in the estimating of 
the scale thickness. The weakness of this approach is that it was 
able to measure the scale’s thickness in pipelines with a one-
phase flow, while in real conditions more phases inflows exist 
(Teixeira, et al., 2018). Authors in (Roshani, et al., 2021) tried 
to measure void fraction in two-phase gas and oil regardless of 
the effect of the scale layer in the measurement. This study was 
done by combining photon attenuation with artificial intelligence 
methods. They employed an ANN to classify the flow regimes 
and predict the void fraction. However, their outputs declared 
that the proposed method was unable to accurately identify all 
three flow regimes. Utilizing ANN in flow measurement is a 
popular tool that can be found in many studies such as (Mayet, 
et al., 2023), which has used a multilayer perceptron (MLP) 
ANN along with two capacitive sensors, ring, and concave, 
to measure void fraction of a two-phase water and gas fluid 
independent of temperature and pressure. Authors have utilized 
a combination of capacitive and gamma-ray attenuation sensors 
to measure volumes of oil, gas, and water by an ANN. They 
did this mission without any attention to the effect of scale in 
measurement accuracy (Fouladinia, et al., 2024). A  gamma-
based system including two sources and two detectors along 
with a couple of machine learning tools were used to analyze 
the water-airflow in a horizontal pipe. To do this mission, the 
cross-spectral density and 8 extracted parameters from the 
signal spectrum for one detector acted as input features for used 
machine learning (Hanus, et al., 2024). Authors have utilized 
a particle swarm optimization based feature selection system, 
and an ANN to detect a void fraction of a two-phase liquid-gas 

fluid. The used sensor was a gamma-based sensor with one 
source and two detectors (Iliyasu, et al., 2023). In the aspect of 
homogeneous two-phase fluids, a study was conducted being 
measuring void fraction independent of the liquid phase density 
changes by an MLP model (Iliyasu, et al., 2023). Authors have 
done this for an annular two-phase fluid (Veisi, et al., 2023). 
The same can be found for an annular regime while authors 
have utilized concave and TRFLC sensors to measure void 
fraction regardless of liquid type (Al-Fayoumi, et al., 2023). 
In another study, capacitive and photon attenuation sensors 
were used to collect data for an MLP ANN. The model was 
able to measure a void fraction of an oil-gas annular regime, 
precisely (Mohammed, et al., 2022). By employing two 
different capacitance-oriented sensors (concave and ring), 
the void fraction of a two-phase homogeneous regime was 
measured independent of temperature and pressure changes 
(Chen, et al., 2023). Moreover, a temperature-independent 
measurement was done for a two-phase fluid by employing 
an ANN and an 8-electrode sensor (Qaisi, et al., 2023). While 
these papers have reported good accuracies, they have not 
considered the impact of scale thickness.

In this paper, the main idea is to eliminate the impact of the 
scale layer in volume fractions measuring. Scale is a common 
phenomenon in pipelines and highly effects the accuracy of 
measurement. While in many previous published papers, the 
impact of this material is not applied, the proposed metering 
system’s objective is to solve this challenge by measuring 
all phases’ volume fractions independent of scale thickness, 
precisely. This mission is done by combining an MLP ANN, 
capacitive and gamma-ray attenuation sensors. Investigated fluid 
is a homogeneous regime containing gas, water, and oil. To 
generate data for the proposed network, the concave sensor is 
simulated in the COMSOL software and acts as the first input of 
the network. The second input is then produced by calculating 
Beer-Lambert equations to count gamma rays in each ratio of the 
materials mixture. Moreover, the scale’s thickness is considered 
from 0 mm to 10 mm of BaSO4 being one of the most common 
materials in pipelines. After investigating a number of networks 
with various hyperparameters, the best one is proposed which 
has a mean absolute error (MAE) of 0.318, 1.531, and 1.614, 
for the gas, water, and oil phases, respectively. These errors 
illustrate the novelty of the approach being able to measure the 
volume proportions of a three-phase gas-water-oil homogeneous 
fluid independent of the scale thickness. This study includes 4 
more main sections. While in section 2 the details of simulations 
and calculations are presented, the proposed network’s details 
are reported in section 3. In section 4, the obtained results are 
illustrated and discussed. Finally, the conclusion of the whole 
paper is done in section 5.

II. Describing Sensors Utilized in The Proposed 
Approach

As it was mentioned, the main aim of this paper is to 
present an approach being able to measure the VFs of all 
three phases, precisely. To do this mission, the first step is 
selecting an appropriate sensor. Capacitive and gamma-based 
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sensors are highly popular among researchers to measure 
VFs of various fluids. One of the key reasons in this regard 
is their non-invasive nature. Another reason is their accuracy 
along with their installation being easy. The principle behind 
capacitive sensors is based on the variation in measured 
capacitance, which occurs due to changes in the material 
between the sensor’s electrodes, referred to as the dielectric. 
In the case of a capacitance-based sensor, the material inside 
the pipe serves as the dielectric. Therefore, any alteration in 
the composition or ratio of the materials results in a change 
in the sensor’s measured capacitance. This variation is 
attributed to the dielectric properties of the materials, with the 
most significant being their relative permittivity. Capacitive 
sensors are influenced by relative permittivity, and due to the 
similarity in the relative permittivity values of gas and oil, 
these sensors are unable to accurately measure the volume 
fractions of all three phases. As a result, an additional sensor 
based on a different physical property is required. A gamma-
ray attenuation sensor, which operates based on density, is 
a suitable option. However, due to the similar densities 
of water and oil, it cannot effectively measure all three 
phases. While the gas phase has the lowest linear absorption 
coefficient, the challenge arises from the similarity between 
the liquid phases, making it difficult for the gamma sensor 
to differentiate between them. Therefore, both capacitive 
and gamma-ray sensors are used in conjunction to achieve 
the accurate measurement of all three phases. As it was 
mentioned before, the selected sensors must be non-
destructive and non-invasive because the proposed approach 
is expected to do measurements without doing any separation 
or delay in the process. One critical point that must be 
considered is the parameters that impact the results produced 
by sensors. Since water and oil have close densities and oil 
and gas have close relative permittivity, the chosen sensors 
must be dependent on different parameters to generate 
various inputs to train and test the network much better 
and make it able to predict volumes. Density and relative 
permittivity are so important across various scientific and 
engineering disciplines. While density refers to the amount 
of mass contained within a specific volume, indicating how 
tightly matter is packed in a substance, relative permittivity 
indicates how effectively a material can save electrical-
oriented energy within an electric-style field compared to 
empty space. Since capacitive and gamma-ray attenuation 
sensors are related to relative permittivity and density, 

respectively, they can be good choices for this research’s 
purpose. Therefore, these sensors along with an MLP ANN 
are utilized to measure the volumes of the phases. It is to be 
noted that, fluids could be divided into three main regimes, 
annular, stratified, and homogeneous shown in Fig. 1. Due to 
the main aim of this investigation being independent of scale 
thickness measurement of a homogeneous flow, the scale can 
be seen in Fig. 1 with brown color.

Capacitance-based sensors have two electrodes with an 
insulating material in between. The mix of three phases 
in the fluid affects its overall dielectric properties, which 
in turn, alters the capacitive sensor’s capacitance. This 
shows how much capacitive sensors depend on relative 
permittivity. These sensors have several perks, including a 
straightforward design, low-cost implementation, the use of 
non-ionizing radiation, fast response times, and easy, non-
intrusive installation (Heindel, Gray and Jensen, 2008 and 
Hammer, et al., 2006).

As it is clear from equation (1), the capacity of the 
capacitance-based sensor (C) and relative permittivity or εr of 
material flowing inside the pipe are highly connected 
together. This parameter illustrates the amount of electrostatic 
energy that can be stored per unit of applied voltage. While 
A takes place as the area of electrodes, D is the gap between 
them. Finally, the permittivity of free space or ε0 appears 
being about 8.854 × 10 12− F

m
 (Cui, et al., 2021).

0C
ε ε× ×

= r A
D

� (1)

Since both of the used sensors, capacitive and gamma-
based sensors, have been utilized in a number of previously 
published papers to measure VFs of various fluids, their 
application is proved. Hence, in the current study, a 
combination of them along with an ANN is applied to reach 
the main goal of this study being measuring volumes of all 
three phases regardless of scale thickness. According to 
previous studies by authors. A static experimental study was 
conducted to validate the generated data by COMSOL 
software. After measuring sensor capacity in various VFs 
by an LCR meter, collected data were compared with that 
of simulated data. After comparing both data, it was 
observed that they have similar trends and generated data 
by the software are valid. This approach canbe found in a 
number of previous published studies (Veisi, et al., 2023 
and Al-Fayoumi, et al., 2023 and Qaisi, et al., 2023).. Due 

Fig. 1. Three main regimes of fluids.
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to its good level of sensitivity and being easy to install on 
pipelines, the chosen sensor is concave being one of the 
most popular ones in this regard. To design and simulate 
this sensor the COMSOL software is utilized which is 
completely valid and has been benchmarked in a number of 
previous studies (Syah, et al., 2023 and Iliyasu, et al., 
2024). The first stage of simulating this sensor in the 
mentioned software is creating an area to make an isolated 
condition for the study. Next, is the time for adding pipe 
followed by adding electrodes, both GND and VCC, to the 
surface of it. The liquid being a mixture of oil, water, and 
gas is then added inside the pipe. While (Fig. 2a) shows the 
3D view of the simulated sensor, (Fig. 2b) do that of Mesh 
which was set on a Fine level before running the sensor for 
measuring capacities as much as accurate. In this figure, 
GND is gray and VCC is red. In Fig.  3, different lengths, 
radiuses, and the gap between electrodes are presented. 
While Lp is the length of the pipe and is equal to 180 mm, 
the length of the electrodes is depicted by Le and is equal to 
120 mm. Last but not least, the distance between electrodes 
is shown as Ge  and is equal to 3  mm. Since the thickness 
of scale (Rs) made of BaSO4 is alternative, Rl being the 
radius of the mixture is alternative, too. This happens while 
the radius of the pipe shown as Rp is equal to 32  mm. 
According to Fig.  4, various thicknesses of scale are 
considered for simulation ranging from 0  mm to 10  mm. 
The formula of Rl is 26 -  Rs  and is alternative from 26 mm 
to 16  mm based on each amount of scale. In this figure, 
pipe, scale, and liquid are shown with orange, brown, and 
green colors, respectively. There are 11 states of scale and 
by considering 10% of interval for changing in materials’ 

volumes, 66 simulations are needed for each thickness of 
scale. Hence, by consuming a great amount of time, the 
simulations are done 726 times to generate the first input of 
the network.

As it was mentioned in (Mayet, et al., 2024b), just one 
capacitive sensor is unable to predict all phases and due to the 
closeness of the oil and gas phases’ relative permittivity, this 
happens. To solve this problem, the solution is employing another 
type of sensor being sensitive to another physical parameter. 
Hence, a gamma-ray sensor could be a good choice because it is 
highly dependent on density and is non-destructive, too.

Since 1950s, gamma attenuation sensor has been utilized 
to measure volume fractions. The one-beam version of this 
density-dependent sensor works with the attenuation of 
the rays when cross the liquid. In fact, the ray starts from 
the source side and traverses the pipe (its diameter) to reach 
the detector side and be counted. It is obvious that the counted 
rays or the output of the sensor depends on the flow regime 
inside the pipe and for this reason, in this investigation, a 
homogeneous fluid of oil, gas, and water was considered. 
When gamma rays (like a narrow beam) move from a source 
has an initial intensity (I1). After passing the first wall of the 
pipe (the wall near the source side) it penetrates to the fluid 
and after exiting from the second wall (the wall near the 
detector side) rays reach the detector with the final intensity 
(I2). By these two intensities, the output of the sensor is 
calculated. Fig.  5 shows the details related to a gamma ray 
crossing the pipe and reaches to the detector to be counted.

The Beer-Lambert law is presented in equation (2) proving 
the fact of high impact of density on the gamma-ray 
attenuation sensor. In this equation, I1(E) and I2(E) are the 
energy of the ray emitted and the energy of the ray collected, 
respectively. While η is the absorption coefficient, ρ is the 
density of the material within the pipe and L stands for its 
thickness (Dong-hui, et al., 2005). By putting equation (3) 
being about the linear attenuation coefficients (µ(E)) in 
equation (2), equation (4) is earned giving the amount of I

I
2

1

, 
the second input for the network. Since the investigated fluid 
is a three-phase oil-water-gas flow, equation (5) is replaced in 
equation (4) to reach the final equation being equation (6). α, 
β, and γ in equation (6) are VF of oil, water, and gas, 
respectively. Finally, L is the thickness of materials inside the 
pipe and is equal to 52 mm.

( ) ( ) ( )2 1 exp( ZE L)= −η ρI E I E � (2)

( ) ( ZE)µ =E η ρ � (3)

( ) ( ) ( )2 1 exp( E L)= −I E I E � (4)

( )  ( ) ( ) ( )µ αµ βµ γµ= + +o w gE E E E � (5)

( ) ( ) ( )2

1

] ( ) [αµ βµ γµ=− + + ×o w g

ILn E E E L
I

� (6)

In this study, Cesium-137, emitting radiation at 0.662 MeV, 
was chosen. According to the linear attenuation coefficient 
of all three phases in (National Institute of Standards and 
Technology, 2023), equation (6) is calculated for various 

Fig. 2. (a) Simulated concave sensor and (b) Mesh view.
ba

Fig. 3. Various dimensions of the simulated sensor.
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Fig. 4. Various thicknesses of the scale considered during simulations.

ratios of materials and the second input of the network is 
generated. Table I presents all parameters and materials 
which are utilized in done simulations and calculations. 
Statistical analysis is a systematic process that involves 
selecting appropriate techniques, utilizing relevant software 
tools, and adhering to specific guidelines to facilitate the 
efficient collection and analysis of data. In this study, the 
statistical technique of data splitting was applied, where 
the dataset was randomly divided into training and testing 
subsets. Microsoft Excel, software offering basic statistical 
features useful for straightforward analyses, was employed. 
The criteria for data collection and analysis were based on 
data quality and sampling methods. Several steps were taken 
to process, clean, and prepare the data for analysis after 
extraction. First, the extracted data were examined to identify 
any missing values, outliers, duplicates, or inconsistencies, 
none of which were found. As the data were on the same 
scale, normalization and conversion were unnecessary. 

Table I
Characteristics of the scale and phases of the investigated fluid

Characteristic Value or Name
Utilized material for the scale BaSO4
Relative permittivity of gas 1
Relative permittivity of water 81
Relative permittivity of oil 2.2
Relative permittivity of the used scale 11.4
Density of gas 0.001 g/cm3

Density of water 1 g/cm3

Density of oil 0.9 g/cm3

Density of the used scale 4.48 g/cm3

The range of volume fractions 0–100%
The step of volume fractions 10%
The number of simulations and calculations 11×66=726
Type of the investigated fluid Homogeneous

Subsequently, the data were randomly split into training and 
testing sets. Finally, the verified data were saved using Excel 
software for further analysis. Last but not least, since the 
used data are simulated-based data, there is nothing about 
unreliability to do with this data because they are generated 
by software and ideal conditions are considered and noise is 
not considered a brining error to the results and decreases the 
reliability of outcomes.

It is to be noted that, before a sensor can be manufactured, 
it must undergo calibration using a reliable reference. This is 
essential because the sensor is designed to measure dynamic 
values for which no prior data exists. To achieve this, several 
studies are conducted using a static model across various 
phase ratios to produce calibration points. These points 
are then used to calibrate the sensor and can be generated 
using advanced software, such as the validated COMSOL 
Multiphysics software.

Fig. 5. The travel of gamma ray from source to detector to be counted.
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III. Utilizing Ann as A Powerful Tool to Predict 
Volumes

ANN are utilized in many areas, such as signal processing 
and pattern recognition. The selection of ANNs was based on 
their demonstrated effectiveness in handling complex, non-
linear relationships between input variables, such as those 
encountered in multiphase fluid measurement. Multiphase 
flow systems are highly dynamic, and the capacitance and 
gamma-ray sensor outputs often exhibit non-linearity and 
interdependence, which ANNs are well-suited to model due 
to their ability to learn complex mappings from data. As it 
was mentioned, due to the inherent complexity of multi-
phase fluids and the non-linear behavior between sensors’ 
outcomes and volume proportions, ANNs are so intriguing 
for researchers in the aspect of flow measurement because 
they are so appropriate in non-linear-style systems. Among 
various types of ANN, such as Support Vector Machines 
(SVM) and XGBoost, Multi-Layer Perceptron (MLP) ANNs 
are widely used in measuring volumes. This is because of 
offering a more versatile framework, accommodating a wide 
range of configurations and activation functions being non-
linear (Goodfellow, Bengio and Courville, 2016; Zhang and 
Suganthan, 2016). Another merit related to MLP ANNs is 
their flexibility in predicting continuous function providing 
enough data and appropriate architecture for modeling 
unpredictable systems, such as multi-phase fluids. Moreover, 
while some networks such as Gaussian process regression 
can become computationally challengeable in handling 
extensive data, MLP ANNs are compatible with advanced 
hardware such as GPUs resulting in enhancing training 
speeds (Hinton, et al., 2012; He, et al., 2016). Next, due to 
their learning and generalization capabilities of MLP ANNs, 
they exhibit robustness in dealing with noisy data. Hence, 
they are useful in the flow measurement industry (Bishop 
and Nasrabadi, 2006; Geman, Bienenstock and Doursat, 
1992). According to all provided reasons, an MLP ANN is 
chosen and by using it, the metering of all phases of the 
investigated fluid is done. This kind of network has some 
layers, input, output, and hidden layers. Each one of these 
layers has neurons and activation functions, such as linear, 
sigmoid, tansig, and purelin. When the training process is in 
process, weights and biases are iteratively tuned to reach the 
lowest MAE. Convergence plays a crucial role in network 
performance, and its relationship with the learning rate is 
well-established. If the learning rate is set too high, it can 
cause instability or lead to oscillations in the algorithm, 
while a rate that is too low may result in extremely slow 
convergence. Therefore, determining the optimal learning 
rate often requires experimentation. In this study, the learning 
rate was set at 0.01 based on such considerations. Non-linear 
systems, such as multi-phase flow measurement, often prompt 
researchers to employ optimization algorithms to address 
complex challenges. One of the most commonly utilized 
algorithms is the Levenberg-Marquardt (LM) algorithm, 
which combines the features of both Gradient Descent and 
Gauss-Newton iteration, offering numerous advantages. 
For example, it reduces the demand for high-performance 

computing resources while ensuring a fast convergence rate. 
As a result, the learning process for the network in this study 
was based on the LM algorithm, which has a broad spectrum 
of engineering applications, making it well-suited for this 
research (Levenberg, 1944; Marquardt, 1963). Data were 
generated by simulating a concave sensor in the COMSOL 
Multiphysics software under varying ratios of oil, water, 
and gas, along with solving the Beer-Lambert equations 
for a gamma-ray attenuation sensor using Cesium-137. The 
collected data were then normalized before being fed into 
the MLP ANN. In the next phase, multiple iterations were 
implemented in MATLAB to explore and evaluate different 
combinations of hyperparameters, including the number of 
hidden layers, neurons per hidden layer, activation functions 
for the input, output, and hidden layers, as well as the 
number of epochs, among other parameters. Ultimately, the 
model with the lowest MAE was selected and is presented 
in this paper. The proposed network has 2 inputs generated 
from simulations of a concave sensor in COMSOL software 
to measure capacitance of various ratios and calculations 
of the Beer-Lambert equations related to counted rays with 
Cesium-137 in its source side. Since the scale from 0mm 
to 10mm is investigated and the volume interval is 10%, 
totally, simulations and calculations are done for 726  times. 
After normalizing all data, 70% of them being 508 data are 
considered for training and the rest of them belong to testing 
the network. This data consideration is done, randomly. This 
network has 2 hidden layers, both of them have 10 neurons 
and their activation function is tansig. The activation function 
of both input and output layers is purelin. In Equation 
(7) and Equation (8), the function of tansig and purelin is 
presented, respectively. Last but not least, the best network 
with the lowest desired MAEs trained over 2100 epochs. The 
proposed network is illustrated in Fig. 6.

Tansig n
e n( ) =

+
−−

2

1
1

2
� (7)

Purelin n n( ) = � (8)

In the measurement of volume fractions of a multiphase 
fluid using multiple sensors, such as a capacitance-based 
sensor and a gamma-ray attenuation sensor, the accurate 
and real-time transmission of sensor data are critical. The 
sensors generate continuous data regarding VFs of the 
fluid phases and this data can be transferred by various 
transferring protocols, one of the most popular ones is 
message queuing telemetry transport (MQTT). MQTT 
ensures that the sensor outputs are transmitted efficiently to 
the server in a way being lightweight, low-bandwidth, and 
reliable data transfer over networks with minimal latency. 
Once the data are received at the server, the modeled ANN 
starts to process and analyze the input, enabling the real-
time estimation of the multiphase fluid’s volume fractions. 
The combination of MQTT’s protocol for data transmission 
and ANN’s computational capabilities allows for robust 
and precise monitoring of the fluid composition, ensuring 
that the system is both scalable and adaptable to complex 
environments.
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Fig. 6. Various layers of the proposed network.

IV. Results and Discussion
After doing all required simulations and calculations, the 

obtained results are presented in this section. The main aim of 
this investigation was to measure the volume proportions of 
all three phases of a homogeneous fluid including gas, water, 
and oil independent of scale thickness presented in the wall 
of pipelines. To achieve this task, an MLP ANN along with 
capacitive and photon attenuation sensors were employed. As 
it was mentioned before, the proposed network had 2 distinct 
inputs generated from simulating the concave sensor in the 
COMSOL software and calculating Beer-Lambert equations 
for a gamma attenuation sensor with Cesium-137 in its source 
part. All 726 obtained data were randomly divided between 
the test and train sets of the network. The proposed metering 
system had 3 outputs, a void fraction of gas, and volumes of 
water and oil having MAE equal to 0.318, 1.527, and 1.608, 
respectively. These errors illustrate the novelty of the system 
being able to gauge volumes of a three-phase gas-water-oil 
homogeneous fluid regardless of the scale thickness. The 
flowchart of the way that the presented approach combined 
sensors and network is illustrated in Fig.  7. As it was said 
before, the main reason for choosing two types of sensors was 
dependent on the very close relative permittivity of oil and 
gas resulting in an inability of the capacitive sensor in VFs of 
all three phases. Hence, another kind of sensor being sensitive 
to another parameter was employed and it was a gamma-ray 
attenuation sensor being highly dependent to density. The 
combination of these two different sensors along with an MLP 
could measure all three phases’ volumes, precisely.

When just one capacitance-oriented sensor is utilized 
for measuring VFs, due to the closeness of materials’ 
relative permittivity, similar capacities for different ratios of 
combinations are generated and this confuses the network to 
predict volumes. In fact, some ratios of combinations exist 
that are different in the amount of materials but similar in 
the measured capacity. Therefore, to make the network able 

to predict correct volumes, a gamma-ray attenuation sensor, 
being sensitive to density, can be used to generate another 
set of data being different with the first set, which were 
measured capacities. That is why; the combination of this 
sensor was used and made the proposed network able to 
measure all volume fractions regardless of the effect of scale 
thickness. The obtained results, test and train set from the 
proposed network for all phases are shown in Fig.  8. From 
the mentioned figure, it is clear that both overfitting and 
underfitting did not happen for the obtained outcomes.

After reaching the best network, the MAE of all three phases 
was calculated by Equation (9) (Chicco, Warrens and Jurman, 
2021). The proposed metering system had 3 outputs, a void 
fraction of gas, and volumes of water and oil having MAE 
equal to 0.318, 1.527, and 1.608, respectively. These numbers 
were related to the test set, the train sets’ MAE for gas, oil, 
and water was 0.304, 1.348, and 1.403, respectively. This very 
low error depicts the ability of the proposed metering system, 
a combination of two sensors and an MLP ANN, in gauging 
oil, gas, and water phases regardless on scale thickness in a 
homogeneous flow. In addition, other error metrics are also 
discussed in this paper. The formulas for root mean square 
error (RMSE), coefficient of determination (R-squared or R²), 
and symmetric mean absolute percentage error (SMAPE) are 
provided in equations (10), (11), and (12), respectively, as 
referenced in (Chicco, Warrens and Jurman, 2021).
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Fig. 7. The flowchart of the proposed approach contains an artificial neural network along with capacitive and photon attenuation sensors.
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In the aforementioned equations, 𝑛 represents the total 
number of data points, 𝑋𝑖 refers to the actual value for the 
𝑖th data point, 𝑌𝑖 is the predicted value for the 𝑖th data point, 
and 𝑌 denotes the mean of all actual values. Similar to MAE, 
RMSE equals zero when the linear regression model perfectly 
matches the data, while a positive value indicates an imperfect 
fit. The R² metric ranges from 0 to 1, with 1 indicating a 
perfect fit and 0 representing the worst fit. On the other hand, 
SMAPE ranges from 0% to 100%, where a perfect alignment 
between actual and predicted values results in a value of 0%, 
while the worst alignment leads to SMAPE = 100%. For 
the proposed model, R² values were found to be 0.9997 for 
gas, 0.9908 for water, and 0.9897 for oil phases. In terms 
of SMAPE, the gas, water, and oil phases showed values of 
0.0012%, 0.0057%, and 0.0060%, respectively. In addition, the 
RMSE for the gas phase was 0.4105, whereas it was 2.5706 
for the water phase, which was 0.1474 lower than that of the 
oil phase. In Fig.  9, various Error illustrations regarding the 
obtained results are shown. Error histograms for gas, water, 
and oil are presented in (a), (b), and (c) parts of this figure 
showing a great distribution of data around 0. While errors of 
all three phases are depicted in (d), (e), and (f), the figure for 
target versus predicted is illustrated in (g), (h), and (i) parts.

To highlight the novelty and performance of the metering 
system, its details are compared to that of some similar 
previous published works in Table II.

In the above table, 6 previously published papers were 
compared with the proposed metering system. Except for 
the presented approach, just authors in (Roshani, et al., 
2021) have tried to eliminate the impact of scale thickness 
in their measurement being measuring the void fraction of a 
two-phase annular system including oil and gas. However, 
the proposed system is able to measure all three phases of a 
three-phase flow regardless of the scale’s impact with a lower 
amount of MAE for all phases in comparison with reference 
(Roshani, et al., 2021). Moreover, authors in (Roshani, 
et al., 2021) have utilized 2 sources and 2 detectors for their 
investigations, 2  times higher than that of the presented 
method. It is obvious that when the number of sources and 
detectors increases, a much more accurate result is expected 
but the problem is rising in both complexity and cost of the 
system. This point is another merit of the presented metering 
system in comparison with references (Roshani, et al., 2021) 
and (Salgado, Dam and Salgado, 2021). While all phases 
including gas, water, and oil were presented in the proposed 
approach, references (Mayet, et al., 2024b) and (Pan, et al., 
2019) have reported just one phase’s volume. Last but not 
least, reference (Mayet, et al., 2024a) have reported all 
three phases’ volumes with a good level of accuracy. Aside 
from having a lower amount of MAE in gas and oil phases, 
the presented method measures volumes independent of 
scale thickness, the point that the reference (Mayet, et al., 
2024a) is unable to do it. Finally, reference (Peyvandi and 
Rad, 2017) can be seen that not only is not able to measure 
volumes regardless of scale but also have a higher amount 
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Fig. 8. The proposed network’s test and train performance for all three phases.

Table II
Comparing The Proposed Approach With A Couple Of Similar Previous Works

Study Presented 
phases

Utilized sensors Utilized 
sources

Utilized 
detectors

Mean Absolute 
Error

Independent of 
scale thickness

(Mayet, et al., 2024a) Gas
Water
Oil

Capacitive+Gamma 
attenuation

1 1 1.6
0.29
1.67

No

(Mayet, et al., 2024b) Water Capacitive ‑‑‑ ‑‑‑ 1.66 No
(Roshani, et al., 2021) Gas

Oil
Gamma attenuation 2 2 2.81

‑‑‑
Yes

(Salgado, Dam, Salgado 
et al., 2021)

Water
Gas

Gamma attenuation 2 2 1.79
0.4

No

(Pan, et al., 2019) Gas Gamma attenuation 1 1 7.72 No
(Peyvandi and Rad, 2017) Gas

Water
Oil

Gamma attenuation 1 1 1.87
1.88
‑‑‑

No

Proposed
approach

Gas
Water
Oil

Capacitive+Gamma 
attenuation

1 1 0.318
1.531
1.614

Yes
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of MAE in comparison with this study. While the proposed 
metering system demonstrates accurate prediction of the 
volume fraction in all phases of a gas-oil-water homogeneous 
mixture, like any solution, it has certain limitations. One 
significant issue is the need to address radiation shielding, 
as it is critical to ensure the health and safety of personnel 
working with such systems. However, due to the flexibility 
in adjusting photon energy, the high intensity of photon 
emission, and the ability to switch X-ray tubes on and 
off, this method presents a viable alternative to the use of 
radioisotopes. In addition, the scope of this study is limited 
to homogeneous regimes and cannot measure VFs in other 
types of fluid mixtures. Finally, the effects of temperature and 
pressure variations, which significantly influence the liquid’s 
relative permittivity and density inside the pipe, should also 
be considered.

V. Conclusion
In this paper, a metering approach was proposed that was able 
to measure all three phases of a multi-phase fluid independent 
of scale thickness, accurately. The presented approach had 2 
employed sensors and an MPL ANN. Capacitive and gamma 

attenuation sensors were used to generate enough data for 
training and testing the network. After examining a numerous 
number of networks with various characteristics, the best one 
was presented in this study. This model had 2 inputs from 
sensors, and 3 outputs for phases’ volume. The MAE of gas, 
water, and oil was 0.318, 1.531, and 1.614, respectively. It is 
to be noted that, just 1 source and 1 detector were employed 
to generate data by the gamma-ray attenuation sensor by 
calculating Beer-Lambert equations. Moreover, the simulated 
capacitive sensor was concave geometry. This metering system 
can be used in pipelines because they are faced with a scale 
during their processes and eliminating the effects of this 
material on measuring accuracy is a vital action. Variations in 
temperature and pressure significantly influence the capacitance-
based method due to changes in liquids’ relative permittivity 
and density. The experiments in this study were performed at 
room temperature (approximately 300 K), but future research 
should account for these variables and develop metering 
systems that are not dependent on them. To further reduce 
errors, enhancing feature extraction could lead to more accurate 
volume fraction predictions. In addition, experimenting with 
different learning algorithms or activation functions could offer 
further optimization for future studies. Although scale formation 

Fig. 9. Error illustration for the proposed metering approach, (a) Gas phase’s Error histogram, (b) Water phase’s Error histogram, (c) Oil phase’s Error 
histogram, (d) target versus predicted values of gas phase, (e) target versus predicted values of water phase, (f) target versus predicted values of oil 

phase, (g) Gas phase’s error, (h) Water phase’s error, (i) Oil phase’s error.
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can be non-uniform in real-world conditions, uniform scale 
formation (ideal condition) is assumed to simplify the analysis. 
Moreover, while uniform scale is a simplifying assumption, it 
serves as a baseline for further investigations to address non-
uniform scale distributions.
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Abstract—Antimicrobial resistance (AMR) generates serious 
negative impacts on health-care systems worldwide, and Iraq 
is not an exception. To uncover the prevalence of AMR and 
to visualize the magnitude of the multidrug-resistant (MDR) 
dilemma in Iraqi hospitals, this study is carried out. A total of 
11592 clinical records from ten different health-care facilities in 
seven Iraqi provinces are collected and analyzed. Our data show 
that 4984 (43.0%) of all clinical samples are negative for bacterial 
growth. In adults, Gram-negative bacteria (GNB) represented 
48.9% and Gram-positive bacteria (GPB) represented 51.1% of 
clinical isolates; in children, GNB represented 60.8% and GPB 
represented 39.2%. Furthermore, in adults, Klebsiella pneumoniae 
(30.1%) and Staphylococcus aureus (40.8%) are among the most 
common GNB and GPB isolates, respectively. In children, K. 
pneumoniae (37.9%) and Staphylococcus haemolyticus (41.8%) are 
the most common GNB and GPB, respectively. Adults’ samples 
showed that Escherichia coli and Proteus mirabilis were the most 
resistant GNB; S. aureus and Staphylococcus epidermidis are 
among the most resistant GPB. In children, K. pneumoniae is found 
to be the most resistant GNB. This study confirms the persistence 
of antimicrobial resistance and multidrug-resistant gram negative 
and gram positive bacteria in adults and children alike. Ampicillin 
and oxacillin have been recognized as ineffective drugs in adults, 
and ampicillin, nafcillin, cefoxitin, and benzylpenicillin have been 
found to be highly resisted by pathogenic bacteria in children. The 
outcomes of this study confirm the necessity of conducting AMR 

surveillance on a regular basis and establishing national antibiotic 
prescription guidelines to manage AMR development in Iraq.

Index Terms—Antimicrobial resistance, Multidrug resistant, 
Klebsiella pneumoniae, Staphylococcs aureus, Escherichia coli, 
Surveillance of AMR.

I. Introduction
Antimicrobial resistance (AMR) is recognized as one of the 
global public health threats facing humanity (WHO, 2021). 
AMR is higher among populations of low- and middle-income 
countries in comparison with wealthy ones (Allel, et al., 2023). 
For decades now, AMR has been attracting more attention 
from researchers and policymakers worldwide for becoming 
an economic burden on the public health sector and for being 
linked to prolonged illnesses, extended hospitalization, and 
higher mortality rates (World Bank, 2017). Besides death, 
AMR may pose potential damage to humans, animals, plants, 
and food security alike (Murray, et al., 2022).

AMR could be defined as the failure of antibiotics to 
kill or inhibit microbial growth, and as a consequence, 
affected microorganisms become resistant to drugs that 
used to be effective in the past. Among the critical known 
factors involved in the emergence of AMR is the overuse 
of antibiotics and unnecessary clinical prescriptions (Coque, 
et al., 2023). At the molecular level, AMR is either intrinsic 
or acquired, and the latter is part of an evolutionary process 
taking place in microorganisms through mutations or 
horizontal gene transfer of mobile genetic elements from 
other microorganisms (Martínez, Coque and Baquero 2014).

The Middle East, like other regions of the world, suffers 
from AMR, but at different levels (Borgio, et al., 2021; 
Yıldız, et al., 2023; Torumkuney, et al., 2022a; Ruan, 
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et al., 2023). The severity of AMR among the populations 
is reflected by the countermeasures that have been taken 
by local authorities to overcome or diminish this problem 
(Hassan, et al., 2023; Torumkuney, et al., 2022b). Iraq, like 
its neighboring countries, also suffers from AMR. AMR 
may have been growing worse in this country due to several 
factors, including political and economic instability, a lack of 
national antimicrobial guideline usage, and the challenging 
task of recovering the antibiotic prescription history of 
patients who visited hospitals for treatment. Meanwhile, 
troubling signs have been reported through several studies, 
suggesting the seriousness of this problem in Iraq (Häsler, 
et al., 2018; Raouf, et al., 2022; Abou Fayad, et al., 2023).

Studies on various regions and infection sites among Iraqi 
patients revealed differing rates of AMR and MDR pathogenic 
bacteria. Multidrug-resistant (MDR) Enterococcus faecalis 
and Acinetobacter baumannii, along with other Gram-positive 
bacteria (GPB) and Gram-negative bacteria (GNB), were 
isolated from patients with urinary tract infections (UTI) 
(Al-Jumaily and Zgaer, 2016; Al-Naqshbandi, et al., 2019). 
Klebsiella pneumoniae is linked to community-acquired 
pneumonia (Raouf, et al., 2022) and is the most common 
antibiotic-resistant pathogen identified in swabs from the 
nasal, oral, and groin regions of refugees recently immigrated 
to Germany (Häsler, et al., 2018). Methicillin-resistant 
Staphylococcus aureus and Staphylococcus epidermidis were 
isolated from patients with wound infections (Al-Naqshbandi, 
et al., 2021). MDR Streptococcus parasanguinis and 
A. baumannii were isolated from patients with lower 
respiratory tract infections (Chawsheen, Al-Naqshbandi and 
Abdulqader, 2020). MDR Escherichia coli has been isolated 
from various specimens, including urine, stool, blood, wound 
swabs, ear swabs, pus, abscess, sputum, and body fluids 
(Al-Hasani, Al-Rubaye, and Abdelhameed, 2023).

From what was mentioned earlier, there is clearly enough 
evidence suggesting the presence of AMR within Iraqi 
communities and, unfortunately, the existence of MDR 
pathogens as well. Most of the previous studies covered AMR-
related pathogens only and in limited areas, such as a certain 
city or province. In this project, we aimed to investigate 
the prevalence and antimicrobial susceptibility, AMR rates, 
and MDR bacterial pathogens among local communities in 
seven different Iraqi provinces: Baghdad, Al-Anbar, Wasit, 
Babil, Maysan, Al-Najaf, and Dhi-Qar. This may help us to 
polymerize a comprehensive vision of the real scale of the 
AMR problem in Iraq. Moreover, a study like this one is a 
necessity to assist the health sector’s policymakers in adopting 
legislation that culminates in issuing the National Antimicrobial 
Guidelines. Issuing such guidelines is, by itself, a crucial step 
toward overcoming or diminishing the AMR problem.

II. Materials and Methods
A. Data Collection
A retrospective study was conducted on 11592 clinical 

records for samples collected during the period of July 
2019–April 2021 from ten public hospitals and two private 

laboratories in seven Iraqi provinces, as follows: Baghdad 
Hospital, Central Children Hospital, and Al-Buraq Lab 
(in Baghdad province); Al-Ramadi Hospital and Al-Ramadi 
Children Hospital (in Al-Anbar province); Al-Karama 
Hospital (in Wasit province); Babylon Hospital (in Babil 
province); Al-Sadr General Hospital (in Maysan province); 
Al-Hakeem Hospital, Al-Sadar Hospital, and Al-Amal Lab 
(in Al-Najaf province); and Al-Hussain Hospital (in Dhi-
Qar) province (Fig.  1). Clinical specimens were collected 
from different sites, including urine, blood, stool, and swabs 
(wound, ear, nasal, oral, throat, and high vaginal swab), in 
addition to body fluids and discharges (ascites fluid, semen, 
pus, sputum, abscess, nipple discharges, and synovial fluid).

B. Bacterial Culture and Identification
At all collection facilities, standard laboratory techniques 

were applied. After transferring clinical samples into the 
facilities’ laboratories, samples were inoculated on Blood, 
MacConkey, Chocolate, Salmonella Shigella, Xylose Lysine 
Deoxycholate, and Thiosulfate–citrate–bile salts–sucrose 
agars, according to the type of specimens. During the 
inoculation process, striking methods (based on the type of 
specimen) were used to spread the specimens’ inoculums on 
agar plates, and afterward, the plates were incubated overnight 
at 37°C. Aerobic bacterial growths were identified according 
to colony characteristics and Gram’s staining by applying the 
Bhatia and Ichhpujani protocol (Bhatia and Ichhpujani, 2008). 
Identification of GPB, GNB, and antimicrobial sensitivity 
tests was performed following VITEK®2 compact system 
protocols using AST kits: VITEK®2 GN with reference 
numbers GN222, GN 69, 71, 76, and 82 and VITEK®2 GP 
Reference P580, P592, ST01, and ST03.

C. Antibiotics
The above-mentioned health-care facilities have used 

VITEK®2 kits to investigate the following antibiotics: 
AM-Ampicillin, AMC-Amoxicillin/Clavulanic Acid, 
AN-Amikacin, ATM-Aztreonam, CAZ-Ceftazidime, 
C-Chloramphenicol, FOX-Cefoxitin, CRO-Ceftriaxone, CFM-
Cefixime, CIP-Ciprofloxacin, CS-Colistin, CT-Ceftolozane/
Tazobactam, CTX-Cefotaxime, CXMA-Cefuroxime 
axetil, CZA-Ceftazidime/Avibactam, CZ-Cefazolin, DO-
Doxycycline, DOR-Doripenem, ETP-Ertapenem, FEP-
Cefepime, FT-Nitrofurantoin, GM-Gentamicin, IPM-
Imipenem, LEV-Levofloxacin, MEM-Meropenem, MNO-
Minocycline, MUP-Mupirocin, MXF-Moxifloxacin, Nafcillin, 
OFL-Ofloxacin, P-Benzylpenicillin, PEF-Pefloxacin, TZP-
Piperacillin/Tazobactam, PIP-Piperacillin, RA-Rifampicin, 
SAM-Ampicillin/Sulbactam, SPI-Piperacillin/Sulbactam, 
SXT-Trimethoprim/Sulfamethoxazole, TCC-Ticarcillin/
Clavulanic Acid, TE-Tetracycline, TGC-Tigecycline, TIC-
Ticarcillin, TMP-Trimethoprim, and TM-Tobramycin.

D. Data Analysis
In regard to the recovered isolates’ dominancy and 

abundance, data were presented in percentages (%). When 
the resistance rate of recovered isolates toward a specific 
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antibiotic was ≥70%, they were considered to be resistant 
bacteria. For the collective antibiotic resistance in GPB 
and GNB, we also classified antibiotics that were resisted 
by 90% or more of the isolates as highly resisted drugs. 
The above-mentioned criteria were used in accordance with 
Al-Naqshbandi, et al. (2019).

III. Results and Discussion
A. Results
Our analysis of the collected data from the Iraqi 

hospitals revealed that out of 11592 tested clinical samples, 
4984 (43.0%) were negative for bacterial growth, and the rest 
generated 3274  (49.5%) Gram-negative and 3334  (50.5%) 
Gram-positive pathogenic bacteria. Out of the total number 
of pathogenic isolates, 6248  (94.6%) were recovered from 
adults, and 360  (5.4%) were from children patients. From 
all recovered pathogenic GNB, 3055  (93.3%) of them were 
from adults and 219  (6.7%) of them were from children 
patients. Out of all pathogenic GPB isolates, 3193  (95.8%) 
were recovered from adults and 141  (4.2%) from children. 
In adults alone, GNB presented 48.9% and GPB 51.1% of 
the 6248 clinical isolates. In children only, GNB presented 
60.8% and GPB 39.2% of 360 clinical isolates (Table I).

The data also show that K. pneumoniae and S. aureus 
are among the most common GNB and GPB isolates, 
respectively, among the adult patients who attended Iraqi 
hospitals. In adult patients, it was also observed that the 
least detected GNB was Acinetobacter haemolyticus, and 
the least detected GPB was Streptococcus alactolyticus 

Fig. 1. Map of Iraq and the administrative units (governorates). Numbers showing clinical cases in each of the seven governorates that data were 
collected from. The original “plain” map was sourced from www.burningcompass.com, and details were added by the authors.

TABLE I
The Distribution of Pathologic Bacterial Growth in Clinical Samples 

from Patients Treated at Iraqi Health‑Care Facilities

All clinical cases No. of 
pathogenic 

bacteria (%)

No. of negative 
growth (%)

Total (%)

6608 (57.0) 4984 (43.0) 11592 (100)
Pathogenic isolates No. (%) Adults out of total Children out of 

total
GNB 3274 (49.5) 3055 (93.3) 219 (6.7)
GPB 3334 (50.5) 3193 (95.8) 141 (4.2)
Total 6608 6248 (94.6) 360 (5.4)

Adults only Type of bacteria No. of isolates
6248 (94.6) GNB 3055 (48.9)

GPB 3193 (51.1)
Children only Type of bacteria No. of isolates

360 (5.4) GNB 219 (60.8)
GPB 141 (39.2)

GNB: Gram‑negative bacteria; GPB: Gram‑positive bacteria
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and Staphylococcus saprophyticus (Tables II, S1-S3). 
K. pneumoniae was the predominant Gram-negative bacillus 
identified in pediatric patients, similar to adults. In regard to 
GPB, unlike adult patients, children showed Staphylococcus 
haemolyticus as the most common pathogenic bacteria. For 
children, the GNB, Enterobacter cloacae, and the GPB, 
S. epidermidis, were among the least detected pathogens 
(Tables II and S3).

The most resistant GNBs toward antibiotics in adults 
were E. coli and Proteus mirabilis. Whereas the first 
one was resistant to ampicillin, ceftriaxone, cefazolin, 
cefepime, and cefoxitin, the second one was resistant to 
ampicillin, trimethoprim/sulfamethoxazole, tetracycline, 
trimethoprim, and colistin. Furthermore, the GNBs 
that were resistant only to one type of antibiotic were 
A. baumannii (resistant to cefazolin), Klebsiella oxytoca 
(resistant to ampicillin), Morganella morganii (resistant to 
trimethoprim/sulfamethoxazole), and Serratia marcescens 
(resistant to cefazolin). Meanwhile, the most resistant GPB 
toward antibiotics in adults were S. aureus, S. epidermidis, 
S. haemolyticus, and Staphylococcus hominis, as they were 
all resistant to erythromycin, oxacillin, and benzylpenicillin. 
The least resistant GPBs were Enterococcus faecium and 
Streptococcus agalactiae, as they were both resistant only to 
tetracycline (Tables III and S1-S3).

In children, the situation was different, as the most 
resistant GNB was K. pneumoniae for resisting ampicillin, 
chloramphenicol, and cefoxitin, and the least resistant one was 
Pseudomonas aeruginosa for resisting nafcillin antibiotic only. 
Furthermore, for children, S. epidermidis and S. haemolyticus 
were the only spotted resistant pathogenic GPBs that were 
resistant to benzylpenicillin (Tables III and S3).

Collectively, while the most resisted antibiotic in GNB 
of the pathogenic isolates recovered from adults and 
children patients was ampicillin, the most resisted antibiotic 
in GPB was oxacillin in adults and benzylpenicillin in 
children (Table IV).

Nitrofurantoin was the least resisted antibiotic by GNB in 
adult and children isolates, being tolerated only by 5.8% and 
10% of the isolates, respectively. For GPB isolates recovered 
from adults and children, linezolid and doripenem were the 
least resisted by 6.8% and 21.3%, respectively (Table IV).

B. Discussion
The prevalence and rates of AMR among human 

populations vary, and this is due to socioeconomic factors, 
the rate of antibiotic consumption, access to clean water, 
sanitation, the rate of vaccination, and an efficient health-
care system (Sriram, et al., 2021; Allel, et al., 2023). Lately, 
alarming signals of AMR have arisen in Iraq, necessitating 
thorough investigations to understand the scale of this 
dilemma. To better understand this issue and to cover as 
many clinical cases as possible, we have collected data from 
different public hospitals and private laboratories in Iraq. At 
the end of the collection process, a total of 11592 clinical 
records were retrieved and analyzed.

Our investigations showed that out of all recorded cases 
(from adults and children), 4984 were negative for bacterial 
growth (Table I). This may indicate that 43.0% of all clinical 
cases who suffered from certain health conditions were not 
caused by pathogenic bacteria, but still, their samples went 
through microbiology laboratories for suspected bacterial 
infections. In spite of the fact that this rate may be somehow 

TABLE II
Prevalence of GNB and GPB in Isolated Samples Obtained from Adults and Children Patients in Iraqi Health‑Care Facilities

Adults Children patients

GNB No. % GPB No. % GNB No. % GPB No. %
Klebsiella pneumoniae 921 30.1 Staphylococcus aureus 1304 40.8 Klebsiella pneumoniae 83 37.9 Staphylococcus haemolyticus 59 41.8
Pseudomonas aeruginosa 862 28.2 Enterococcus faecalis 443 13.9 Pseudomonas aeruginosa 51 23.3 Staphylococcus aureus 52 36.9
Acinetobacter baumannii 307 10 Staphylococcus epidermidis 417 13.1 Acinetobacter baumannii 37 16.9 Staphylococcus epidermidis 30 21.3
Proteus mirabilis 270 8.8 Staphylococcus haemolyticus 411 12.9 Proteus mirabilis 25 11.4 Total 141 100
Enterobacter cloacae 166 5.4 Streptococcus agalactiae 213 6.7 Enterobacter cloacae 23 10.5
Salmonella typhi 88 2.9 Staphylococcus hominis 191 6 Total 219 100
Serratia marcescens 82 2.7 Streptococcus pneumoniae 99 3.1
Klebsiella oxytoca 65 2.1 Enterococcus faecium 78 2.4
Sphingomonas paucimobilis 58 1.9 Streptococcus alactolyticus 19 0.6
Morganella morganii 37 1.2 Staphylococcus saprophyticus 18 0.6
Enterobacter aerogenes 34 1.1 Total 3193 100
Acinetobacter lwoffii 26 0.9
Citrobacter freundii 24 0.8
Serratia fonticola 21 0.7
Pseudomonas fluorescens 19 0.6
Pseudomonas luteola 19 0.6
Shigella dysenteriae 16 0.5
Achromobacter 
denitrificans

14 0.5

Escherichia coli 14 0.5
Acinetobacter haemolyticus 12 0.4
Total 3055 100
GNB: Gram‑negative bacteria; GPB: Gram‑positive bacteria
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scary, similar and even higher ones have been reported 
in previous studies (Ibrahim, 2018; Al-Naqshbandi, et al., 
2019; Allami, et al., 2021). The number of negative results 
may eventually cause tremendous pressure on hospitals with 
regard to time, effort, and resources. Thus, physicians may 
need to be more careful before deciding which cases should 
be sent to laboratories for analysis.

Our data also show that the distribution of the recovered 
isolates into GNB and GPB in adults was different than 
what has been seen in children, with 48.9% of GNB and 
51.1% of GPB recovered from adults and 60.8% of GNB 
and 39.2% of GPB recovered from children (Table I). In this 
context, previous studies have shown that these values vary 
and fluctuate depending on age, sex, and site of infection 
(Lambers, et al., 2006; Allami, et al., 2021). Even within 
children, these fluctuations could be detected easily. For 
instance, Li, et al. (2021) reported that GPB represented more 
than 60% of all microorganisms isolated from cerebrospinal 
fluids; Dharmapalan, et al. (2017) explained in their study 
that 53.3% of bacteremia is promoted by GNB; Le Doare, 
et al. (2015) suggested that 66% of all isolates recovered from 

children suffering from sepsis were of GNB; Ibrahim, (2018) 
uncovered that GNBs were isolated from more than 80% of all 
clinical cases attended intensive care units (ICU); and Salman, 
et al. (2022) concluded that GNB is more common in UTI.

Our analysis of children’s patients’ data also showed 
that the most common GNB and GPB were K. pneumoniae 
and S. haemolyticus, respectively. Moreover, the least 
detected GNB and GPB were E. cloacae and S. epidermidis, 
respectively. These findings were somehow consistent with 
previous studies, but the site of infection was found to be 
the most crucial factor in determining the prevalence of the 
recovered microorganism. GNBs such as E. coli, Klebsiella 
spp., Shigella spp., and Pseudomonas spp. are usually 
associated with digestive tract problems, and GPBs are rarely 
reported to be involved in such cases (Lambers, et al., 2006; 
Allami, et al., 2021). For the high rates of Klebsiella spp. 
detection (besides other multidrug-resistant [MDR] GNB) in 
children, Labib, et al. (2018) and Ibrahim, (2018) reported 
similar results for cases attending ICUs. Furthermore, 
Badry, Jameel and Mero (2014) reported that Klebsiella spp. 
placed second, after E. coli, for diarrheal children attending 

TABLE III
The Most Resilient GNB and GPB Were Recovered from Both Adult and Children Patients in Iraqi Health‑Care Facilities*

GNB isolated from adults Resisted antibiotics

Escherichia coli AM‑Ampicillin CRO‑Ceftriaxone CZ‑Cefazolin FEP‑Cefepime FOX‑Cefoxitin
Proteus mirabilis AM‑Ampicillin SXT‑Trimethoprim/

Sulfamethoxazole
TE‑Tetracycline TMP‑Trimethoprim CS‑Colistin

Klebsiella pneumoniae AM‑Ampicillin CZ‑Cefazolin PIP‑Piperacillin TIC‑Ticarcillin
Serratia fonticola CIP‑Ciprofloxacin CRO‑Ceftriaxone CZ‑Cefazolin LEV‑Levofloxacin
Enterobacter cloacae CS‑Colistin CZ‑Cefazolin FOX‑Cefoxitin
Pseudomonas aeruginosa AM‑Ampicillin CZ‑Cefazolin DOR‑Doripenem
Enterobacter aerogenes CRO‑Ceftriaxone CZ‑Cefazolin
Morganella morganii AM‑Ampicillin CZ‑Cefazolin
Salmonella typhi AM‑Ampicillin CZ‑Cefazolin
Acinetobacter baumannii CZ‑Cefazolin
Klebsiella oxytoca AM‑Ampicillin
Morganella morganii SXT‑Trimethoprim/

Sulfamethoxazole
Serratia marcescens CZ‑Cefazolin
GPB isolated from adults Resisted Antibiotics
Staphylococcus aureus E‑Erythromycin OX1‑Oxacillin P‑Benzylpenicillin
Staphylococcus epidermidis E‑Erythromycin OX1‑Oxacillin P‑Benzylpenicillin
Staphylococcus haemolyticus E‑Erythromycin OX1‑Oxacillin P‑Benzylpenicillin
Staphylococcus hominis E‑Erythromycin OX1‑Oxacillin P‑Benzylpenicillin
Enterococcus faecium E‑Erythromycin LEV‑Levofloxacin
Staphylococcus saprophyticus E‑Erythromycin OX1‑Oxacillin
Streptococcus pneumoniae E‑Erythromycin TE‑Tetracycline
Enterococcus faecalis E‑Erythromycin TE‑Tetracycline
Streptococcus alactolyticus E‑Erythromycin TE‑Tetracycline
Enterococcus faecium TE‑Tetracycline
Streptococcus agalactiae TE‑Tetracycline
GNB isolated from in Children patients Resisted Antibiotics
Klebsiella pneumoniae AM‑Ampicillin C‑Chloramphenicol FOX‑Cefoxitin
Acinetobacter baumannii FOX‑Cefoxitin Nafcillin
Enterobacter cloacae FOX‑Cefoxitin Nafcillin
Pseudomonas aeruginosa Nafcillin
GPB isolated from Children patients Resisted Antibiotics
Staphylococcus epidermidis P‑Benzylpenicillin
Staphylococcus haemolyticus P‑Benzylpenicillin
*This table displays only the isolates that have shown a resistance of 70% or higher to the specified antibiotic (s)
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hospitals in Duhok city. In a study that involved the isolation 
of bacteria from the blood stream of the pediatric population 
in India, K. pneumoniae and S. aureus placed first, GNB and 
GPB, respectively (Dharmapalan, et al., 2017).

This study also revealed that the most abundant GNB 
among adult patients was K. pneumoniae, and the least 
detected one was A. haemolyticus. For GPB in adults, the most 
common bacteria were S. aureus, and the least detected ones 
were S. alactolyticus and S. saprophyticus. As we explained 
with children’s data, the site of infection in adults also plays 
an important role in explaining and comparing the prevalence 
of the above-mentioned GNB and GPB. Accordingly, in UTI 
patients, E. coli and S. haemolyticus were found to be the 
most prevalent GNB and GBP, respectively (Al-Naqshbandi, 
et al., 2019). While Raoofi, et al. (2023) reported that E. coli 
is the most dominant GNB in patients attending southern 
Iran hospitals, the majority of their data were extracted from 
UTI patients’ records (Raoofi, et al., 2023). In a previous 
study of ours that covered isolates recovered from wound 
infections, GNB such as E. coli and P. aeruginosa and 
GPB such as S. aureus and S. epidermidis were found to 

be the dominant pathogenic bacteria (Al-Naqshbandi, et al., 
2021). In patients with lower respiratory tract infections, 
GNBs such as A. baumannii and S. marcescens and GPBs 
such as S. parasanguinis were among the most dominant 
pathogen isolates recovered in Erbil (Chawsheen, et al., 
2020). Al-Jebouri and Mdish (2019) showed that GPBs 
were isolated from more than half of patients diagnosed 
with bacteriospermia, and the most dominant one was S. 
aureus. GNBs such as E. coli, E. faecalis, K. pneumoniae, S. 
saprophyticus, P. mirabilis, and Neisseria gonorrhoeae were 
also recovered from the semen of patients suffering from 
infertility problems (Al-Jebouri and Mdish, 2019).

We also evaluated the response of the detected pathogenic 
bacteria to a variety of antibiotics. Our data show that the 
most resilient GNB recovered from adults were E. coli and 
P. mirabilis, as the first one was resistant to ampicillin, 
ceftriaxone, cefazolin, cefepime, and cefoxitin, and the 
second one was resistant to ampicillin, trimethoprim/
sulfamethoxazole, tetracycline, trimethoprim, and colistin. 
On the other hand, the most resilient GPBs were S. aureus, 
S. epidermidis, S. haemolyticus, and S. hominis, as all 

TABLE IV
The Overall Resistance of Isolated GNB and GPB to Antimicrobials In Samples Collected from Adult and Children Patients Who Were Admitted 

to Iraqi Health‑Care Facilities

Adults

GNB GPB
Antimicrobial R% Antimicrobial R% Antimicrobial R% Antimicrobial R%
AM‑Ampicillin 91.1 GM‑Gentamicin 36.5 OX1‑Oxacillin 86 MXF‑Moxifloxacin 4.9
TMP‑Trimethoprim 80 CAZ‑Ceftazidime 35.7 P‑Benzylpenicillin 83.9 DAP‑Daptomycin 4
CZ‑Cefazolin 77.8 FOS‑Fosfomycin 35 E‑Erythromycin 74.9 TGC‑Tigecycline 1.5
DOR‑Doripenem 72 FOX‑Cefoxitin 35 FOS‑Fosfomycin 68.2 FT‑Nitrofurantoin 0.4
SPI‑Piperacillin/Sulbactam 68 LEV‑Levofloxacin 33 TE‑Tetracycline 60.5
CZA‑Ceftazidime/Avibactam 66 TZP‑Piperacillin/Tazobactam 31.6 CTX‑Cefotaxime 34
CT‑Ceftolozane/Tazobactam 64 ETP‑Ertapenem 31.6 MUP‑Mupirocin 31.5
TIC‑Ticarcillin 62.2 CS‑Colistin 30.9 CIP‑Ciprofloxacin 30.3
CRO‑Ceftriaxone 57.1 ATM‑Aztreonam 30.5 CM‑Clindamycin 28.3
PIP‑Piperacillin 54 FEP‑Cefepime 29.8 CRO‑Ceftriaxone 25.4
SAM‑Ampicillin/Sulbactam 52.1 MNO‑Minocycline 29.6 LEV‑Levofloxacin 24.5
SXT‑Trimethoprim/Sulfamethoxazole 51 MXF‑Moxifloxacin 27.3 FA‑Fusidic Acid 21.4
C‑Chloramphenicol 50 IPM‑Imipenem 24.6 GM‑Gentamicin 20.4
TE‑Tetracycline 50 PEF‑Pefloxacin 24.3 RA‑Rifampicin 18.9
AMC‑Amoxicillin/Clavulanic Acid 44.8 MEM‑Meropenem 24.2 SXT‑Trimethoprim/sulfamethoxazole 18.9
TCC‑Ticarcillin/Clavulanic Acid 41 AN‑Amikacin 21.9 TM‑Tobramycin 18.3
CXMA‑Cefuroxime Axetil 40.9 TGC‑Tigecycline 13 AM‑Ampicillin 14
CXM‑Cefuroxime 40.9 FT‑Nitrofurantoin 5.8 C‑Chloramphenicol 12.1
TM‑Tobramycin 38.5 VA‑Vancomycin 10.6
CFM‑Cefixime 38.1 TEC‑Teicoplanin 8.6
CIP‑Ciprofloxacin 37.2 LNZ‑Linezolid 6.8

Children patients

GNB GPB

Antimicrobial R% Antimicrobial R% Antimicrobial R%
AM‑Ampicillin 96.9 DO‑Doxycycline 30.2 P‑Benzylpenicillin 81.6
Nafcillin 87.8 ATM‑Aztreonam 20.5 SXT‑Trimethoprim/Sulfamethoxazole 29.2
FOX‑Cefoxitin 77.8 RA‑Rifampicin 19.2 DO‑Doxycycline 25.8
CRO‑Ceftriaxone 46.7 FT‑Nitrofurantoin 10 SAM‑Ampicillin/Sulbactam 21.8
C‑Chloramphenicol 39 DOR‑Doripenem 21.3
SXT‑Trimethoprim/Sulfamethoxazole 37.5
TIC‑Ticarcillin 34.6
R, Resistance; Percentages of R = (number of tests with R response/total number of tests)*100
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of them were resistant to erythromycin, oxacillin, and 
benzylpenicillin. In regard to GNB recovered from children, 
K. pneumoniae was the most resilient, being resistant to 
ampicillin, chloramphenicol, and cefoxitin. S. epidermidis 
and S. haemolyticus were GPB recovered from children, 
and both were resistant to benzylpenicillin (Table S3). For 
the way that GNBs responded to ampicillin, previous studies 
reported similar results to ours. However, for the other 
antibiotics and bacteria, different results were reported. 
These studies indicated that antibiotics that were found to be 
ineffective in the Iraqi environment do not necessarily have 
the same outcomes in other countries (that is, the pathogenic 
isolates of the Iraqi environments are not identical to the 
same type of bacteria in other places in the world, and 
they do not respond to antibiotics in a similar way). This is 
mainly a reflection of the quality of health-care systems and 
the antibiotic prescribing guidelines that have been applied 
in these counties, which have definitely played a crucial role 
in diminishing AMR (Dharmapalan, et al., 2017; Li, et al., 
2021; Alhumaid, et al., 2021). Furthermore, our findings 
clearly indicate the presence of MDR pathogenic bacteria 
among children and adult patients alike in Iraqi communities, 
and this is in agreement with previous studies reporting 
the same problem in the same or other locations within 
Iraq (Chawsheen, et al., 2020; Al-Naqshbandi, et al., 2021; 
Allami, et al., 2021; Hamza and Omran, 2022; Al-Hasani Al-
Rubaye and Abdelhameed, 2023).

E. coli, for instance, is well known for being resistant to 
a wide range of antibiotics and at higher rates to ampicillin 
(Nji, et al., 2021). The mechanisms by which this bacterium 
acquires resistance toward different antibiotics include 
extended-spectrum β-lactamases, carbapenemases, 16S 
rRNA methylases, plasmid-mediated quinolone resistance 
genes, and mcr genes (Poirel, et al., 2018). Another study 
reported that in several clinical cases, E. coli, P. mirabilis, 
and K. pneumoniae showed the existence of plasmid ampC 
(pAmpC) in their genetic makeup (Santiago, et al., 2020).

For GPB, Xu, et al. (2020) reported in their study that 
many of their isolates of S. epidermidis and S. aureus, bearing 
MRSE, were associated with high resistance to penicillin and 
cefoxitin. The underlying mechanisms by which S. aureus and 
S. epidermidis show resistance toward antibiotics involve the 
following virulence genes: Staphyloxanthin crtN, hemolysin 
genes, capsular cap8H, toxic shock toxin tst, enterotoxin sea, 
mecA, dfrG, tet, ermA, ermB, and ermC (Ogundipe, et al., 
2020; Derakhshan, Navidinia and Haghi, 2021; Mazloumi, 
Akbari and Yousefi, 2021).

Our evaluation of antibacterial resistance for all 
tested antibiotics “collectively” revealed that ampicillin, 
trimethoprim, cefazolin, and doripenem were resisted 
by 91.1, 80, 77.8, and 72%, respectively, of all GNB in 
adults. Our data also show that oxacillin, benzylpenicillin, 
and erythromycin were resisted by 86, 83.9, and 74.9%, 
respectively, by all GPB isolates. Among the children, these 
rates were different, as ampicillin, nafcillin, and cefoxitin 
were resisted by 96.9, 87.8, and 77.8%, respectively, by all 
GNBs, and benzylpenicillin was resisted by 81.6% of GPB 
(Table IV). These data suggest that the above-mentioned 

antibiotics are becoming inefficient in treating infections 
caused by related pathogenic bacteria, and their prescriptions 
should be avoided through establishing a national guideline 
to overcome the AMR problem in Iraq.

The ineffectiveness of benzylpenicillin in fighting 
microorganisms isolated from children is a worldwide 
phenomenon that may require a profound measure to 
overcome it (Sivasankar, Goldman and Hoffman, 2023). 
Moreover, nitrofurantoin was found to be the least resisted 
antibiotic by GNB and GPB in adult and children patients. 
Accordingly, this drug could be recognized as the most 
effective drug against both GNB and GPB and may play an 
important role in eradicating the most resilient pathogenic 
bacteria in Iraqi hospitals. Nevertheless, this performance 
could be due to the low consumption and prescription rates of 
this antibiotic in Iraqi communities in comparison with other 
drugs, as a recent study indicates the emergence of AMR 
among UTI patients in association with this nitrofurantoin 
(Vallée, et al., 2023).

There is another threat that participates in accelerating 
AMR development, which is the spread of pandemics. The 
empirical approach to treating patients during the COVID-19 
outbreak through unnecessary antibiotic prescriptions or 
usage, either by ordinary people or professionals, was found 
to contribute effectively to AMR progression (Raoofi, et al., 
2023; Rehman, 2023).

To promote health-care system efficiency in evaluating 
AMR in Iraq, the above-mentioned points should be taken 
seriously by the Ministry of Health. Moreover, by all means, 
the establishment of a uniform national antibiotic prescription 
guideline is a necessity to overcome the AMR challenge in 
this country; otherwise, it may get out of control and become 
a live-threat problem in the near future.

Limitation of the study
The authors of this study encountered the challenge of 

non-uniform records when collecting data from hospitals 
and laboratories in different governorates. Accordingly, they 
were unable to compare rates of prevalence of bacteria 
that are normally associated with certain sites of infection 
to their rates in previous studies “easily.” In addition, the 
targeted hospitals and laboratories have been using different 
AST kits of VITEK®2 compact systems, which has further 
complicated the interpretation of the extracted data.

IV. Conclusion
The outcome of this study indicates that more than 40% 
of clinical cases were not caused by bacterial infection, 
and it also confirms the persistence of AMR among Iraqi 
communities. This study uncovered the existence of 
GNB-  and GPB-MDR pathogens in adults and children 
patients, respectively. Whereas in adults, E. coli, P. 
mirabilis, K. pneumoniae, Serratia fonticola, E. cloacae, P. 
aeruginosa, S. aureus, S. epidermidis, S. haemolyticus, and 
S. hominis were all identified as MDR pathogens, in children, 
K. pneumoniae was the only detected MDR pathogen. 
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Moreover, in adults, ampicillin and oxacillin have been 
recognized as ineffective drugs and trimethoprim, cefazolin, 
doripenem, oxacillin, benzylpenicillin, and erythromycin 
as highly resisted ones. In children, the detected bacteria 
were found to be highly resistant to ampicillin, nafcillin, 
cefoxitin, and benzylpenicillin. Moreover, nitrofurantoin was 
recognized as the most effective antibacterial drug against 
GNB and GPB in children and adults alike. Finally, this study 
supports the idea of running AMR surveillance at regular 
time intervals and establishing national antibiotic prescription 
guidelines to manage and overcome this problem in Iraq.
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The supplementary data can be found at the end of this 

document.
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TABLE S3
Responses of GNB and GPB that were isolated in Iraqi children patients to various antimicrobial agents

Antibiotics GNB Isolates

Acinetobacter baumannii 
No. (37) (%)

Enterobacter cloacae 
No. (23) (%)

Klebsiella pneumoniae 
No. (83) (%)

Proteus mirabilis No. 
(25) (%)

Pseudomonas 
aeruginosa No. (51) (%)

AM‑Ampicillin NT NT R63 (96.92), S2 (3.08) NT NT
ATM‑Aztreonam NT R3 (13.64), S19 (86.36) R18 (21.95), S64 (78.05) R0 (0), S25 (100) R15 (31.91), S32 (68.09)
C‑Chloramphenicol NT NT R12 (70.59), S5 (29.41) R4 (16.67), S20 (83.33) NT
CRO‑Ceftriaxone R24 (68.57), S11 (31.43) R8 (36.36), S14 (63.64) R41 (50), S41 (50) R11 (44) , S14 (56) R15 (31.25), S33 (68.75)
DO‑Doxycycline R19 (54.29), S16 (45.71) R4 (18.18), S18 (81.82) R12 (14.63), S70 (85.37) R11 (44), S14 (56) R18 (37.5), S30 (62.5)
FOX‑Cefoxitin R9 (75), S3 (25) R10 (76.92), S3 (23.08) R51 (78.46), S14 (21.54) NT NT
FT‑Nitrofurantoin R2 (8.7), S21 (91.3) NT NT NT R4 (10.81), S33 (89.19)
Nafcillin R9 (75), S3 (25) R12 (100), S0 (0) R55 (85.94), S9 (14.06) NT R10 (100), S0 (0)
RA‑Rifampicin NT R1 (7.69), S12 (92.31) R14 (21.54), S51 (78.46) NT NT
SXT‑
Trimethoprim/
Sulfamethoxazole

R16 (45.71), S19 (54.29) R7 (33.33), S14 (66.67) R39 (48.15), S42 (51.85) R5 (20.83), S19 (79.17) R11 (23.4), S36 (76.6)

TIC‑Ticarcillin NT R9 (69.23), S4 (30.77) R18 (27.69), S47 (72.31) NT NT
TM‑Tobramycin NT R0 (0), S13 (100) R0 (0), S65 (100) NT NT

Antibiotics GPB Isolates

Staphylococcus aureus 
No. (52)

Staphylococcus 
epidermidis No. (30)

Staphylococcus 
haemolyticus No. (59)

DO‑Doxycycline R3 (6.25), S45 (93.75) R2 (8.33), S22 (91.67) R28 (50), S28 (50)
DOR‑Doripenem R7 (14.58), S41 (85.42) R7 (30.43), S16 (69.57) R13 (23.21), S43 (76.79)
OFL‑Ofloxacin R0 (0), S21 (100) NT R0 (0), S23 (100)
P‑Benzylpenicillin R14 (51.85), S13 (48.15) R15 (100), S0 (0) R33 (97.06), S1 (2.94)
SAM‑Ampicillin/Sulbactam R2 (4.17), S46 (95.83) R13 (54.17), S11 (45.83) R13 (23.21), S43 (76.79)
SXT‑Trimethoprim/
Sulfamethoxazole

R2 (4.08), S47 (95.92) R10 (40), S15 (60) R26 (46.43), S30 (53.57)

NT, not tested; R, Resistance; S, Sensitive; No., number of samples; Percentages of R or S = (number of tests with R or S response/total number of tests)*100
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Abstract—This study investigates the use of artificial intelligence 
(AI) technologies among academics at the University of Duhok 
(UoD), focusing on their perspectives, preferences, and intentions 
toward integrating AI within academic and research environments. 
A survey was conducted through Google Forms, targeting post-
graduate students, recent alumni (since 2020), and faculty members 
of UoD in the Kurdistan region of Iraq. A total of 674 participants, 
aged 22–70 years, responded. The findings indicate that only 36.94% 
had employed AI technologies. Among AI users (n = 249), primary 
sources of information were friends or colleagues (46.59%) and 
social media (35.74%). Younger individuals and those holding 
master’s degrees exhibited a stronger tendency toward AI usage 
(p < 0.0001), whereas gender and academic discipline had minimal 
influence. ChatGPT was the most widely used tool (70.68%), 
followed by Quill Bot (42.17%), Grammarly (34.94%), and Google 
Bard (29.32%). The main AI applications were text paraphrasing 
(33.73%) and information retrieval (15.26%). Notably, 47.58% 
of respondents recommended AI for various academic tasks, 
including scientific research and idea generation. In conclusion, 
the study shows that only one-third of UoD faculty members 
utilize AI, predominantly for text paraphrasing. Nearly half of the 
participants suggested the adoption of AI by post-graduate students 
and academic staff.

Index Terms— Academic writing, Artificial intelligence, 
Technology adoption, University of Duhok.

I. Introduction
Time is an invaluable resource, and advancements in artificial 
intelligence (AI) present new opportunities to optimize its use. 

Although AI language models have been in development for 
several years, their potential and widespread adoption became 
significantly more recognized following the launch of these 
technologies in November 2022 that enhance human-computer 
communication (Kacena, Plotkin and Fehrenbacher, 2024). AI 
technologies have significantly impacted industries such as 
healthcare, finance, and education by improving operational 
efficiency, enhancing decision-making, and providing 
innovative solutions (Coenen, et al., 2021; Nazari, Shabbir and 
Setiawan, 2021; Zhao, 2023). AI is transforming key sectors 
such as medicine (e.g., diagnostic algorithms) (Cestonaro, et al., 
2023), education (e.g., personalized learning platforms) (Zohuri 
and Mossavar-Rahmani, 2024), business (e.g., automation of 
processes) (Aldoseri, Al-Khalifa and Hamouda, 2023), and 
scientific writing (e.g., automated text generation) (Kumar, 
Manikandan and Kishore, 2024); for instance, in medicine, AI 
enhances healthcare by assisting providers in making accurate 
diagnoses, identifying health risks, and developing personalized 
treatment plans. It also supports medical professionals in 
analyzing large datasets, uncovering patterns that may be 
overlooked by humans, thereby improving diagnostic accuracy 
and enabling more individualized therapeutic interventions. In 
addition, AI facilitates continuous patient health monitoring, 
aiding in the early detection of chronic diseases and predicting 
potential health risks (King, 2023).

Recently, AI-driven writing aids have garnered 
increasing interest within English as Foreign Language 
(EFL) communities. For writers learning EFL, the process 
of English writing presents significant challenges due to 
language barriers (Zhao, 2023). Some argue that the primary 
difficulty faced by EFL post-graduate students in academic 
writing is linguistic complexity. Studies have shown that 
digital writing tools can positively impact English writing 
proficiency (Nobles and Paganucci, 2015). Hence, it is 
proposed that AI-powered writing tools could serve as 
effective aids in fostering learning behaviors and promoting 
technology acceptance among non-native post-graduate 
students in the realm of English academic writing, primarily 

ARO-The Scientific Journal of Koya University 
Vol. XII, No. 2 (2024), Article ID: ARO.11794. 7 pages 
DOI: 10.14500/aro.11794 
Received: 28 August 2024; Accepted: 04 November 2024 
Regular research paper; Published: 20 November 2024 
†Corresponding author’s e-mail: burhan.zaman@uod.ac 
Copyright © 2024 Deldar M. Abdulah, Burhan A. Zaman, 
Zuhair R. Mustafa, Lokman H. Hassan. This is an open-access 
article distributed under the Creative Commons Attribution License 
(CC BY-NC-SA 4.0).



� ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X

http://dx.doi.org/10.14500/aro.11794� 195

through formative feedback and assessment (Coenen, et al., 
2021; Nazari, Shabbir and Setiawan, 2021; Barrot, 2022).

Conversely, the utilization of these tools raises numerous 
ethical concerns, including the potential for plagiarism 
and inaccuracies (Khalil and Er, 2023; Steponenaite and 
Barakat, 2023), as well as access inequality, where certain 
institutions may lack the resources to fully benefit from AI’s 
advancements (Imran, 2023; Farahani and Ghasemi, 2024). 
Consequently, there is an imminent need for consensus 
on how to regulate these technologies in scientific writing 
(Salvagno, Taccone and Gerli, 2023). In addition, Zhao 
(2023) argued that relatively few technologies have been 
developed to support writers during the actual process of 
writing. Moreover, while many writing tools focus on the 
revision and editing stages, offering services such as grammar 
correction and similarity reports is essential (Winans, 2021). 
Although much research has been done on AI integration in 
academic settings, studies focusing on developing regions, 
such as the Kurdistan Region of Iraq, remain scarce. 
Therefore, this study aims to fill this gap by providing real-
world data on AI adoption and its challenges in this context. 
As well, it aims to investigate the adoption of AI technologies 
among academicians at the University of Duhok (UoD) in 
the Kurdistan Region of Iraq, exploring their perspectives, 
preferences, and intentions regarding the utilization of AI 
technologies in academic and research settings.

II. Methods
A. Study Design and Sampling
This survey-based study targeted post-graduate students, 

recent graduates (from 2020 onward), and academic staff 
at the UoD, a leading public university in the Kurdistan 
Region of Iraq. The purpose of the study was to assess the 
usage and application of AI technologies within academic 
settings. The survey was administered using Google Forms, 
ensuring wide accessibility to participants. The study link 
was disseminated through official university email channels 
coordinated by the Quality Assurance and Post-graduate 
Affairs departments, providing access to all academic staff. 
In addition, Post-graduate Affairs representatives distributed 
the survey link to post-graduate students and recent graduates 
through established social media groups. It is important to 
note that AI optimization processes were excluded from the 
scope of this study. A  preliminary pilot test was conducted 
with a small subset of participants to validate the survey. 
The topics examined included types of AI usage, reasons 
for use, and recommendations for AI adoption, ensuring that 
potential over-  or underestimation of results was carefully 
considered. Since the survey was anonymous, the risk of 
bias in the responses was minimized. The results of the pilot 
study confirmed the reliability of the survey, allowing us to 
proceed with the full study.

B. Setting
Since 1992, the UoD has been the largest public university 

in the Duhok Governorate and one of the most distinguished 

universities in the Kurdistan Region of Iraq. With an 
enrollment of nearly 22,000 undergraduate students, 1,272 
post-graduate students, and a faculty of 2,000 academic staff 
across 20 colleges, the institution offers diverse academic 
programs in disciplines including medicine, humanities, 
science, engineering, and agriculture. The survey aimed to 
gather responses from as many participants as possible. To 
enhance participation, reminders were sent throughout the 
20-day data collection period, which lasted from February 
21, 2024, to March 12, 2024. A  total of 674 participants 
completed the survey. Data curation and visualization 
were meticulously handled by the first author. It is worth 
mentioning that inclusion criteria were strictly enforced to 
ensure that only post-graduate students, recent graduates, and 
academic staff from the UoD participated.

C. Statistical Analyses
Participant characteristics were summarized using 

descriptive statistics, with age presented as mean and 
standard deviation, and categorical variables as frequencies 
and percentages. The prevalence of AI usage and the 
participants’ perceptions were also reported as percentages. 
To examine the differences in AI usage across various 
participant characteristics, we employed the Pearson chi-
squared test. The p-value was used to determine whether 
there is a statistically significant difference in the prevalence 
of AI use in participants with different characteristics. In 
addition, the motivations for and suggestions regarding AI 
use were analyzed using descriptive statistics (percentages). 
All statistical analyses were performed using JMP Pro 
version 17.3.0.

D. Ethical Views
Participation in this study was voluntary, and participants’ 

confidentiality was strictly protected throughout the research 
process. Ethical approval was obtained from the Scientific 
Affairs Department at the UoD before the commencement of 
the study.

III. Results
The study included participants of various ages and 

educational backgrounds, encompassing both genders. The 
age range spanned from 22 to 70  years, with a mean age of 
37.65 years. Participants consisted of post-graduate students, 
graduates, and academic staff, with 52.67% holding M.Sc. 
degrees and 47.33% holding Ph.D. degrees. They represented 
diverse fields of study, including humanities (44.81%), 
medical/veterinary (24.78%), and science, engineering, 
and agriculture (30.42%). Results indicated that younger 
individuals and those with M.Sc. degrees were more inclined 
to utilize AI tools (p < 0.0001). However, no significant 
differences were observed based on gender (p = 0.6362) or 
educational field (p = 0.1569) (Table I).

The research revealed that 36.94% of the participants at 
UoD had utilized AI tools. However, a significant portion had 
not yet used AI (55.04%) or were unaware of what it entailed 
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(8.01%). Among those who had utilized AI (n = 249), the 
majority learned about it from friends/colleagues (46.59%), 
followed by social media (35.74%) and other sources (17.67%). 
The most popular AI tools included ChatGPT (70.68%), 
Quill Bot (42.17%), Grammarly (34.94%), and Google Bard 
(29.32%). Other AI tools were less frequently employed by 
the participants. AI usage served various purposes, such as 
paraphrasing text (33.73%), searching factual information 
and scientific data (15.26%), posing controversial questions 
(15.26%), generating research titles (13.65%), essay or review 
writing (12.85%), proofreading (12.85%), reference finding 
(12.05%), and proposal writing (6.43%) (Table II). ChatGPT, 
Quill Bot, Grammarly, and Google Bard were the most used 
AI tools among academic staff and post-graduate students. In 
addition, the most common purposes of using AI tools were 
paraphrasing text, searching factual information and scientific 
data, posing controversial questions, and generating research 
titles (Fig. 1).

The research revealed that nearly half of the participants 
(47.58%) recommended AI usage for post-graduate students 
and academic staff, while 28.87% indicated that they might 
make such a suggestion. However, the remaining 23.55% 
of the participants did not suggest AI tools for academic 
research and post-graduate purposes. Participants suggested 
AI applications in various areas, including searching factual 
information and scientific data (40.97%), paraphrasing 
(37.1%), generating research ideas (33.71%), resource 
findings (31.61%), posing controversial questions (30.32%), 
proofreading (29.52%), proposal writing (19.19%), and 
review composition (15.97%) (Table III).

IV. Discussion
The literature suggests that most university students 

and faculty possess basic digital skills. Moreover, it is 
recommended that higher education institutions focus on 

enhancing digital competencies among both students and 
faculty, develop effective learning strategies, and implement 

TABLE 1
General Characteristics and AI use Among Post‑graduate Students and Academic Staff of the University of Duhok

General characteristics All participants no (%) (n=674) Using AI (n=620) no (%)

Not AI users (371, 55.04%) AI users (249, 36.94%) p‑value
Age (22–70 years.) mean (SD)
Std Err Mean: 0.30 year

37.65 (7.57) 39.39 (7.68) 35.28 (7.17) <0.0001

Age group
22–29 82 (12.17) 22 (29.33) 53 (70.67) <0.0001
30–39 318 (47.18) 173 (57.86) 126 (42.14)
40–49 189 (28.04) 117 (68.02) 55 (31.98)
50–59 58 (8.61) 41 (78.85) 11 (21.15)
60–70 27 (4.01) 18 (81.82) 4 (18.18)

Gender
Female 331 (49.11) 183 (60.80) 118 (39.20) 0.6362
Male 343 (50.89) 188 (58.93) 131 (41.07)

Education
MSc student/graduate 355 (52.67) 176 (54.15) 149 (45.85) 0.0024
PhD student/graduate 319 (47.33) 195 (66.10) 100 (33.90)

Education field
Humanities 302 (44.81) 179 (63.70) 102 (36.30) 0.1569
Medical/veterinary 167 (24.78) 84 (54.55) 70 (45.45)
Science, engineering, and agriculture 205 (30.42) 108 (58.38) 77 (41.62)

TABLE II
Artificial Intelligence uses Among Post‑graduate Students and 

Academic Staff of the University of Duhok in 2024

AI using features All participants (n=674)

Number Percentage
Using AI

I do not know what is AI? 54 8.01
No 371 55.04
Yes 249 36.94

AI source, tools, and reasons AI users (n=249)

Number Percentage
Source of AI?

Friends/colleagues 116 46.59
Others 44 17.67
Social Media 89 35.74

AI tools used
ChatGPT 176 70.68
QuillBot 105 42.17
Grammarly 87 34.94
Google Bard 73 29.32
Wordtune 8 3.21
Bing 4 1.61
Asper 2 0.80
Google Gemini 2 0.80
Perplexity 2 0.80
DeepAI 1 0.40

Reasons for using AI
Paraphrasing the text 84 33.73
Finding the fact information and science 38 15.26
Asking the controversial questions 38 15.26
Creating the ideas for the title of the research 34 13.65
Writing an essay or review 32 12.85
Proof‑reading 32 12.85
Finding the references 30 12.05
Writing a proposal 16 6.43

AI: Artificial intelligence
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appropriate tools to improve the quality of education (Zhao, 
et al., 2021). Therefore, the results of this study underscore 
the uptake and utilization of AI platforms among members 
of the UoD academic community, including faculty, post-
graduate students, and graduates. Indeed, our findings have 
broader implications for policymakers and educators in 
regions with developing technological infrastructure. By 
understanding the unique challenges faced in the Kurdistan 

Region, educational strategies for AI integration can be 
more effectively tailored to similar contexts. Participants 
from diverse age groups and academic disciplines provided 
valuable insights into the current use of AI in academic and 
research settings. By examining the influences of age, gender, 
experience, and voluntarism on the predictive efficacy of the 
testing model (Venkatesh, et al., 2003), it was found that age 
attenuated all interactions between behavioral intentions and 
their determinants. Existing literature demonstrates a strong 
correlation between age and the use of AI tools (Roy, et al., 
2022; Thai, et al., 2023), indicating that younger individuals 
with advanced academic qualifications are more likely to 
adopt innovative technologies. Similarly, the findings of 
this study revealed a significant correlation between age and 
AI adoption. Our analysis showed that younger academics, 
particularly those aged 22–49 with M.Sc. degrees, exhibited 
a higher propensity to use AI tools. This suggests potential 
differences in technology adoption across age groups and 
educational levels. While previous research has highlighted 
gender-based disparities in AI acceptance and use (Kucuk and 
Sisman, 2020; Alemi and Abdollahi, 2021; Roy, et al., 2022), 
our study found that both genders exhibited nearly identical 
rates of AI tool usage. However, a study by Gerlich (2023) 
also recognized the roles of income, educational attainment, 
and gender in AI adoption. It indicated that male participants 
with higher literacy, wealth, or technical expertise were more 
inclined to favor and promote AI usage.

Furthermore, our study found no significant variation 
in AI usage based on participants’ academic disciplines. 
This indicates that the integration of AI transcends 
both demographic and disciplinary boundaries at UoD, 
highlighting its diverse application across a wide range of 
academic fields, from the humanities to medical sciences. 
These findings challenge previous assumptions (Chanthiran, 
et al., 2022; Hajkowicz, et al., 2023) that AI adoption might 
be more prevalent in technical fields such as engineering or 
computer science. The uniformity across disciplines highlights 
the widespread applicability of AI tools, even in fields like the 
humanities, where digital tools have traditionally been slower 
to integrate. It is noteworthy to highlight that Williams, Rana 
and Dwivedi (2015) discovered that perceptions regarding 
ease of use, usefulness, attitude, perceived risk, gender, 
income, and experience exert a substantial influence on 
behavioral intention, whereas perceptions concerning age, 
anxiety, and training demonstrate comparatively lesser impact.

Conspicuously, AI technologies have significantly 
contributed to societal advancement, making their widespread 
adoption and acceptance inevitable (Zhao, 2023). However, 
factors such as cost, accessibility, and ethical concerns may 
influence the pace and extent of adoption (Cubric, 2020; 
Kabalisa and Altmann, 2021). Our study revealed that 
the vast majority of respondents from UoD had either not 
utilized AI services in their research or were unfamiliar with 
its capabilities. This lack of AI familiarity could be attributed 
to a combination of factors, including limited access to 
AI tools, inadequate training opportunities, or cultural 
hesitancy toward adopting new technologies in research 
contexts. These barriers may need to be addressed through 

70.68

42.17

29.32
34.94

3.21 1.61 0.8 0.8 0.8 0.4
0

10

20

30

40

50

60

70

80

C
ha

tG
PT

Q
ui

llB
ot

G
oo

gl
e 

Ba
rd

G
ra

m
m

ar
ly

W
or

dt
un

e

Bi
ng

As
pe

r

G
oo

gl
e 

G
em

in
i

Pe
rp

le
xi

ty

D
ee

pA
I

Pe
rc

en
ta

ge
 o

f u
si

ng
 A

I t
oo

ls

AI tools used by participants

33.73

15.26 15.26 13.65 12.85 12.85 12.05

6.43

0
5

10
15
20
25
30
35
40

Pa
ra

ph
ra

si
ng

 th
e 

te
xt

Fi
nd

in
g 

th
e 

fa
ct

 in
fo

rm
at

io
n 

an
d

sc
ie

nc
e

As
ki

ng
 th

e 
co

nt
ro

ve
rs

ia
l q

ue
st

io
ns

C
re

at
in

g 
th

e 
id

ea
s 

fo
r t

itl
e 

of
 th

e
re

se
ar

ch

W
rit

in
g 

an
 e

ss
ay

 o
r r

ev
ie

w

Pr
oo

f-r
ea

di
ng

 F
in

di
ng

 th
e 

re
fe

re
nc

es

W
rit

in
g 

a 
pr

op
os

al

Pe
rc

en
ta

ge
 o

f r
ea

so
ns

Reasons for using AI

Fig. 1. AI tools used and their reasons for using the AI tools among 
academic staff and post-graduate students of the University of Duhok.

TABLE III
Suggesting the AI by the Post‑graduate Students and Academic Staff 

of the University of Duhok

Suggestions (n=620) Frequency distribution

Number Percentage
Suggest AI

Maybe 179 28.87
No 146 23.55
Yes 295 47.58

Areas of use of AI as suggested 
Searching for science and facts 254 40.97
Paraphrasing 230 37.1
Creating ideas for research 209 33.71
Finding the resources 196 31.61
Asking the controversial questions 188 30.32
Proof‑reading 183 29.52
Writing a proposal 119 19.19
Writing a review 99 15.97

AI: Artificial intelligence
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institutional strategies focused on enhancing AI literacy and 
access. This highlights the necessity for targeted educational 
programs and awareness campaigns to promote the benefits 
of AI in academic and research domains. In contemporary 
society, the importance of social media and digital platforms 
in disseminating information is undeniable (Hosen, et al., 
2021; Yang, et al., 2023), making stakeholder engagement 
a central focus in this area. In our survey, individuals who 
utilized AI tools indicated that they primarily learned about 
these platforms from friends or colleagues and social media. 
This underscores the critical role of social media in providing 
information about AI tools and their academic advantages. 
This reliance on social media for information highlights a gap 
in formal institutional channels for AI training and knowledge 
dissemination. Given the increasing role that social media 
plays in shaping academic habits, institutions may need to 
adapt by integrating social media-based learning tools or 
campaigns to complement traditional AI training programs. 
Consequently, we strongly advise formalizing these internet-
based platforms within universities and academic circles to 
enhance AI proficiency and encourage broader acceptance 
among scholars.

A derivative of GPT-3, ChatGPT is an advanced language 
model introduced by OpenAI in November 2022. It has 
emerged as a significant and unique AI platform with 
practical applications, garnering attention as a transformative, 
albeit controversial, tool for enhancing teaching and learning 
experiences (Lo, Hew and Jong, 2024). Remarkably, the AI 
chatbot ChatGPT has experienced unprecedented growth, 
potentially making it the fastest-growing internet application 
in history. As of January 2023, it boasts nearly 100 million 
users and approximately 1.8 billion website visitors per month 
(Bin-Nashwan, Sadallah and Bouteraa, 2023). Unsurprisingly, 
ChatGPT emerged as the predominant AI tool utilized by 
respondents in this study, followed by Quill Bot, Grammarly, 
and Google Bard. The findings of this investigation align with 
existing scholarly literature (Dergaa, et al., 2023; Livberber 
and Ayvaz, 2023; Lund and Wang, 2023), indicating that 
AI tools, particularly ChatGPT, can serve as effective aids 
in scientific research and educational endeavors, potentially 
acting as catalysts for the exploration of novel topics or 
research domains. However, the study also reveals ethical 
concerns among academics regarding ChatGPT, including 
issues related to plagiarism and the dissemination of 
misinformation. These risks have profound implications for 
academic integrity, as reliance on AI tools without appropriate 
checks can lead to the production of unoriginal or inaccurate 
content, compromising the quality of academic outputs. As 
AI becomes more integrated into scholarly workflows, we 
recommended addressing these ethical issues through clear 
guidelines which will be crucial to maintaining research 
standards. Our participants utilized these tools in research 
contexts for a variety of tasks, including paraphrasing text, 
answering questions, proofreading, finding references, 
and drafting proposals. This reflects the diverse needs and 
preferences of individuals engaged in scholarly writing and 
research activities. Notably, some universities worldwide 
have restricted access to ChatGPT or similar AI tools (Tlili, 

et al., 2023), while others are hesitant to impose such bans 
(Huang, 2023), citing concerns about the submission of 
unoriginal or potentially plagiarized material. Conversely, 
technology experts advocate for universities to educate 
faculty, researchers, and students on the appropriate use of 
ChatGPT and AI platforms rather than implementing blanket 
prohibitions (Bin-Nashwan, Sadallah and Bouteraa, 2023). In 
this context, the UoD currently lacks definitive and uniform 
policies regarding the prohibition, use, or regulation of AI 
technologies. This could lead to inconsistent use of these 
technologies, raising concerns about the proper regulation 
of AI in academic work. Hence, establishing well-defined 
guidelines will be essential for ensuring that AI is used 
responsibly, particularly in safeguarding against academic 
dishonesty and maintaining the rigor of scholarly outputs.

Finally, while 52% of participants expressed reservations 
or ambivalence toward recommending AI usage, 
approximately 48% endorsed its use to their peers and 
colleagues. Empirically, individuals tend to place greater 
trust in human recommendations than in AI for practical 
or applied tasks (Jin and Zhang, 2023). Indeed, AI plays a 
growing role in modern scientific research, from automating 
data analysis to enhancing research reproducibility. As 
AI technologies evolve, their influence on knowledge 
production is likely to expand, though this will depend 
on continued advancements and regulatory frameworks 
(Harvey and Gowda, 2021; Adedokun, 2024). Consequently, 
participants in this study advocated for the adoption of AI 
platforms across various contexts, ranging from conducting 
scientific inquiries and generating empirical evidence to 
tasks such as paraphrasing text, proofreading, proposal 
writing, and content creation. This highlights the potential 
and significance of AI technologies in streamlining and 
enhancing academic processes, refining research workflows, 
and optimizing productivity. Following Cath et al. (2018), 
this survey effectively examines the diverse adoption and 
utilization of AI among academics at the UoD. Therefore, 
it is strongly recommended that universities, including our 
own, establish a comprehensive strategic vision and long-
term plan to foster the development of a robust academic 
and higher education AI community. In addition, we suggest 
that universities create appropriate protocols for the use of 
AI among post-graduate students. While some prestigious 
journals have begun integrating AI tools, it is essential for 
other academic publications to allow researchers to leverage 
AI technologies to enhance both academic and linguistic 
aspects (Central Illustration).

A. Strength and Limitations
This study offers valuable insights into AI technology 

usage among academics at the UoD, highlighting trends 
across diverse age groups, disciplines, and education levels. 
Of importance, the large sample size enhances the reliability 
of the findings. However, limitations include potential 
biases from self-reported data, the cross-sectional nature of 
the survey, and the lack of qualitative insights. In addition, 
findings may not be generalizable to other institutions or 
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regions due to the study’s focus on a specific academic 
environment in the Kurdistan region.

V. Conclusion
The findings of this study indicated that only one-third of 
faculty members at the UoD utilize AI, specifically ChatGPT, 
primarily for text paraphrasing. Approximately half of the 
study’s participants recommended the implementation of 
AI for use by post-graduate students and academic staff. In 
addition, this study provides a foundation for future research 
on the role of AI in education, particularly in emerging 
academic environments. Further studies could explore the 
long-term impact of AI on academic outcomes and the role 
of policy in facilitating technology adoption.
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Abstract—In this paper, a microstrip low-pass filter (LPF) 
with a wide stopband and a sharp transition band is presented 
using a windmill-shaped resonator. Traditional LPF designs 
often face challenges such as narrow stopbands, high insertion 
loss, and large physical sizes, which limit their performance in 
modern communication systems. To address these challenges, 
the proposed filter exhibits low insertion loss, a sharp response 
in the transition band, a wide stopband, and a compact size. The 
windmill-shaped resonator is applied to achieve a sharp response 
in the transition band, while two suppressor cells are added to 
extend the stopband. The filter has a 3 dB cutoff frequency (fc) 
of 1.61 GHz, with an S12 parameter value of −20 dB at 1.7 GHz, 
resulting in a narrow transition band of 0.18 GHz, demonstrating 
its superior performance. In addition, the filter achieves a wide 
stopband that extends from 1.79 GHz to 11.26 GHz (a bandwidth 
of 9.47 GHz) with high attenuation. The physical size of the 
filter is 13.34  mm × 12.78  mm (0.097λ × 0.093λ). Overall, the 
proposed filter demonstrates excellent characteristics in both the 
passband and stopband regions, providing an effective solution 
for modern communication system requirements. The presented 
design effectively addresses key limitations in traditional LPF 
configurations, offering improved performance and compactness.

Index Terms—Low-pass filter, Microstrip, Resonator, 
Return loss, Stopband, Transition band.

I. Introduction
Microstrip low-pass filters (LPF) play a crucial role in 
modern microwave communication systems. To meet 
demands such as high performance and compact size, LPF 
with low power loss and wide stopbands are in high demand. 
Planar structures are highly advantageous in the design of 
LPF due to their simple geometry, which facilitates ease of 
fabrication and optimization. These structures offer a compact 
size, making them suitable for modern communication 
systems where space is a critical factor. In addition, planar 
designs are versatile and can be easily integrated with other 
components on a single substrate, enhancing overall system 
performance. Their ability to achieve sharp transition bands 
and wide stopbands while maintaining low insertion loss 
and good return loss further underscores their significance 
in LPF design. One of the most interesting techniques for 
microstrip filters is their structure, which employs a photonic 
bandgap (PBG) structure with a microstrip transmission line. 
The PBG structure exhibits slow-wave characteristics near 
the stopband in the passband region (Meade et al., 1991). 
In (Deng, Xue and Che, 2007), a LPF with a suitable wide 
stopband is presented, but the attenuation of unwanted 
signals in the stopband is insufficient. In (Li, Li and Wei, 
2009), cone resonators are used to achieve a wide bandwidth, 
resulting in strong attenuation near the passband, which is an 
advantage, but the low sharpness of the filter’s response is a 
drawback. In (Ting, Tam and Martins, 2006), a combination 
of DGS and dual U-shaped resonators are used to achieve 
high attenuation, but the return loss in the passband for 
this LPF is not acceptable. In (Luo, Zhu and Sun, 2008), 
another structure based on a coupled hairpin resonator is 
proposed, which has very small dimensions and performed 
well in the stopband and passband, but this structure also 
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suffered from gradual attenuation in the transition band. In 
(Mandal et al., 2006), a filter composed of complementary 
split-ring resonators is employed, which has a good return 
loss in the passband but not a very wide stopband. In (Park, 
Kim and Nam, 2007), a LPF with excellent performance 
is proposed, which utilizes parallel open stubs and a DGS 
structure simultaneously, achieving notable performance 
but having large dimensions. In (Yang et al., 2010), various 
types of DGS were also used for implementing LPF, 
including ring structures and stepped impedance, to achieve 
smaller dimensions while maintaining acceptable response 
performance. In (Ma and Yeo, 2010), a filter with a very wide 
stopband was achieved using modified radial resonators, but 
the structure is complex and has large physical dimensions. 
In (Roshani, Dehghani and Roshani, 2019), fountain-shaped 
resonators are used to create a compact LPF with a size of 
0.135 λg × 0.132 λg. This LPF provides a wide stopband and 
sharp response but has complex structures. Resonators are 
also used to shape other types of microwave devices, such 
as dividers (Roshani et al., 2023b, Mohammadi et al., 2024), 
couplers (Hosseini and Rezaei, 2020), diplexers (Rezaei and 
Yahya, 2022), antenna arrays (Roshani et al., 2023a).

In (Wang et al., 2010), a LPF is reported with a cutoff 
frequency (fc) of 1.18 GHz. The relative stop bandwidth 
(RSB) of this filter is 1.32. Despite its reasonable 
performance in terms of cutoff frequency and sharpness, the 
size of this filter is large, and its frequency response is not 
as sharp as desired, making it less efficient for applications 
requiring compactness and high precision. In (Ma, Yeo 
and Lim, 2012), a microstrip LPF is reported with a 3.2 
GHz cutoff frequency. This filter has a RSB of 1.66. The 
sharpness of this LPF is low and has a large size, making it 
less desirable for applications where space and precision are 
critical. In (Ge, Wang and Guo, 2010), a LPF is reported with 
a 1.3 GHz cutoff frequency and 37dB/GHz sharpness. This 
filter has a large size. The bulky design and lack of sharp 
frequency discrimination limit its suitability for compact and 
precise applications.

In (Challal et al., 2012), a LPF is reported with a 25  dB/
GHz sharpness and 2.95 GHz cutoff frequency. This filter 
has a good response but occupies a large size. The large size 
and its gradual frequency response are significant drawbacks, 
which are not desirable.

In (Faraghi, Azarmanesh and Ojaroudi, 2013), a LPF is 
reported with a 3.4 GHz cutoff frequency. The filter features 
a RSB of 1.4 and a sharpness (ζ) of 37 dB/GHz. The overall 
size of the filter is large, and the frequency response is not 
sharp enough. These limitations make it less ideal for use 
modern communication systems. Moreover, recently, the 
open stub technique has gained significant attention in the 
design of LPFs due to its effectiveness in enhancing filter 
performance. This method provides a simple approach for 
achieving an improved suppression of unwanted harmonics. 
Incorporating open stubs into microstrip filters has proven 
beneficial in minimizing insertion loss while extending the 
stopband, making it a suitable option for advanced filter 
designs (Lotfi, Roshani and Roshani, 2020, Bavandpour 
et al., 2021, Chakraborty and Verma, 2024).

The novelty of the proposed microstrip LPF lies in its 
innovative use of a windmill-shaped resonator combined with 
asymmetrical suppressor cells, which together address several 
challenges present in conventional LPF designs. Traditional 
filters often face limitations such as narrow stopbands, 
high insertion loss, and large physical size. By integrating 
a compact windmill-shaped resonator, the proposed LPF 
achieves a sharp transition band and a significantly wider 
stopband while maintaining low insertion loss. In addition, 
the design’s simplicity enhances manufacturability and allows 
for easy integration into modern communication circuits. 
These unique design features distinguish the proposed LPF, 
offering a compact and efficient solution that overcomes key 
limitations of prior LPF configurations.

The proposed LPF has potential applications across various 
modern communication systems where high performance, 
compactness, and efficiency are crucial. Its compact size 
and wide stopband make it ideal for integration into wireless 
communication devices, including mobile phones, Wi-Fi 
systems, and satellite communication equipment. The filter’s 
low insertion loss and sharp transition band are particularly 
beneficial in frequency-selective environments, where 
efficient signal transmission and interference suppression are 
essential. In addition, the filter’s wide stopband enhances 
its utility in multi-band and ultra-wideband applications by 
effectively attenuating out-of-band signals and preventing 
harmonic distortions. Given these characteristics, the 
proposed LPF can play a vital role in improving signal quality 
and minimizing interference in advanced communication 
infrastructure, including 5G networks, radar systems, and 
Internet of Things devices.

In this paper, a windmill-shaped resonator and two 
microstrip suppressing cells are used to design a LPF. The 
proposed structure has been simulated, fabricated, and 
measured. The proposed LPF has a simple planar structure, 
compact size, low insertion loss in the passband, and provides 
a wide stop band.

II. Design of the Proposed Resonator
The design process of the proposed filter consists of two 

stages. The first stage involves designing a windmill-shaped 
resonator to achieve a sharp response in the passband. The 
second stage entails designing an attenuator and adding 
it to the proposed resonator to achieve a wide stopband 
bandwidth.

A. Proposed Resonator
Fig. 1 shows the structure of the proposed resonator, which 

is formed by conical microstrip shapes arranged in the form 
of a windmill. The proposed structure has been simulated 
using the ADS simulator to provide the characteristics in 
both the passband and stopband.

The simulation results of the proposed resonator are shown 
in Fig.  2. The S12 curve is depicted with the blue line and 
the S11 curve is shown with red color. The results show 
that the cut-off frequency (fc) resonator is 1.4 GHz and 
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provides transmission zero at 1.92 GHz with more than 80dB 
attenuation.

The equivalent LC circuit of the proposed resonator is shown 
in Fig. 3. In this equivalent circuit, L2 represents the inductance 
of the transmission lines between the input and output ports. 
L1 is the inductance of the transmission line connected to the 
resonator. C1 is an open stub, representing the capacitance related 
to the conical resonator. EM simulated Scattering parameters of 
the proposed resonator and the equivalent LC circuit Simulation 
are depicted in Fig. 4, which have good agreements.

B. Proposed Suppressing Cells
The proposed resonator has suitable return loss, insertion 

loss, and sharpness of response. However, its stopband 
bandwidth is inadequate. Therefore, to improve the stopband 
bandwidth of the desired filter, as well as to enhance the 
sharpness of the response and the return loss, and considering 
the importance of simplicity in the filter structure, two 
asymmetrical stubs are used as suppressing cells. These 
open stubs create attenuation poles to suppress harmonics, 
resulting in significant attenuation at higher frequencies and 
providing a very wide stopband bandwidth. The structure of 
the suppressing cells is depicted in Fig. 5.

The simulated Scattering parameter results of the proposed 
suppressing cells are demonstrated in Fig.  6. The S12 curve 
is depicted with a blue line and the S11 curve is shown with 
red color. The results show that the cut-off frequency (fc) 
proposed suppressing cells is 1.42 GHz and provides two 
transmission zeros at 6.5 GHz and 7.5 GHz.

Fig. 1. Layout of the proposed resonator with conical microstrip shapes. 
All dimensions are written in millimeter.

Fig. 2. Simulated Scattering parameter results of the proposed resonator.

Fig. 5. Structure of the proposed suppressing cells. All dimensions are 
written in millimeter.

Fig. 4. EM simulated Scattering parameters the proposed resonator and 
the equivalent LC circuit Simulation.

Fig. 3. Equivalent LC circuit of the proposed resonator.
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III. Design of the Proposed Filter
The proposed structure is designed based on the RT/Duroid 

5880 with a dielectric constant of 2.2, a height of 15 mils, and a 
loss tangent of 0.0009. The layout of the proposed LPF is depicted 
in Fig. 7. For impedance matching, at the input and output ports 
with 50-ohm connectors, two microstrip lines are used.

Fig.  8 shows the simulated results of the designed filter. 
This filter has a 3  dB cutoff frequency of 1.61 GHz. This 
filter has a 3  dB cutoff frequency (fc) of 1.61 GHz. The 
value of the S12 parameter at a frequency of 1.7 GHz 
is  -20  dB, resulting in a narrow transition band of 0.18 
GHz, which demonstrates the acceptable performance of the 
proposed filter. The filter provides a wide stopband and has 
high attenuation in the stopband. The stopband extends from 
1.79 GHz to 11.26 GHz (bandwidth of 9.47 GHz). The return 
loss in the passband is −16.64 dB, indicating the filter’s good 
ability to pass power from port 1 to port 2. The insertion loss 
in the passband from DC to 1.5 GHz, which is approximately 
95% of the passband, is 0.1  dB. Two transmission zeros 
are located at 1.89 GHz and 11.2 GHz with −55.53  dB and 
−42.22  dB, values, respectively. The physical size of the 
filter is only 13.34  mm × 12.78  mm (0.097λ × 0.093λ). 
Overall, it can be claimed that the proposed filter has good 
characteristics in both the passband and stopband regions.

The proposed LPF incorporates a windmill-shaped 
resonator and symmetrical suppressor cells, each playing 
a distinct role in achieving the filter’s overall performance. 
The windmill-shaped resonator serves as the core structure, 
designed to achieve a sharp cutoff and precise control over 
the passband and transition band frequencies. This unique 
resonator shape leverages conical microstrip geometries to 
create a compact and effective configuration, enabling high-
frequency selectivity and a narrow transition band. The 
windmill shape not only optimizes space but also ensures that 
the resonator operates effectively within a compact footprint, 
which is essential for applications requiring minimal size.

To further enhance the stopband characteristics, suppressor 
cells are incorporated. These suppressor cells are strategically 
positioned to create transmission zeros at specific frequencies 
within the stopband, effectively broadening the stopband 

and ensuring strong attenuation of unwanted harmonics 
and interference. Suppressing cells introduces additional 
attenuation poles, which help maintain a high level of 
suppression across a wider frequency range, extending 
from 1.79 GHz to 11.26 GHz. This approach provides 
substantial interference reduction and minimizes signal 
leakage at frequencies above the passband. In addition, the 
LPF includes input and output matching networks formed 
by microstrip lines, which ensure impedance matching to 
50 ohms, minimizing reflection losses at the interface with 
external circuitry. The filter is designed on an RT/Duroid 
5880 substrate, chosen for its low dielectric loss and stable 
performance across high frequencies, further supporting low 
insertion loss and reliable performance.

Fig. 9 presents the surface current density distributions for 
the designed LPF at three different frequencies of 1.4 GHz, 
7.7 GHz, and 12.2 GHz. At 1.4 GHz, which is located within 
the pass band, the surface current density is distributed such 
that the signal efficiently travels from the input to the output 
port. This indicates that the filter allows the desired frequency 
to pass through with minimal attenuation. Conversely, at 7.7 
GHz and 12.2 GHz, both of which fall within the stop band, 
the surface current density plots demonstrate a significant 
reduction in current reaching port 2. This reduction signifies 

Fig. 7. Structure of the proposed low-pass filter. All dimensions are 
written in millimeter.

Fig. 8. Simulated and measured results of the designed Filter.

Fig. 6. Simulated Scattering parameter results of the proposed 
suppressing cells.
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the filter’s capability to attenuate higher frequencies, 
effectively preventing them from propagating through to the 
output. The comparison across these frequencies highlights 
the filter’s role in discriminating between the passband 
and stopband frequencies, ensuring that only frequencies 
below the cutoff of 1.61 GHz are transmitted, while higher 
frequencies are blocked.

IV. Ann model for the proposed LPF
The ANN model used in this study is designed to predict 

the scattering parameters of the proposed LPF, providing a 
data-driven approach to understanding the filter’s behavior. 
The model architecture comprises three hidden layers with 
20, 15, and 15 neurons, respectively, each optimized to 
capture the complex, non-linear relationships between input 
parameters and the LPF’s performance characteristics. The 
proposed neural network architecture is illustrated in Fig. 10. 
The multi-layer perceptron (MLP) network is used to model 
and predict the scattering parameters. The MLP architecture 
consists of an input layer, three hidden layers, and an output 
layer corresponding to the predicted S-parameters. The 
network was optimized using a backpropagation algorithm 
and mean squared error as the loss function to minimize 
prediction errors. In the applied neural network, the 
Levenberg-Marquardt algorithm is used for backpropagation.

Real and predicted values for S11 and S21 parameters in 
train and test procedures are depicted in Fig. 11. As seen the 
data is predicted perfectly in both train and test procedures.

The real and predicted S-parameters for the proposed 
device model are depicted in Fig. 12. The proposed model 
has achieved high accuracy results in test and train mode. 
The results of the proposed ANN model show the MRE 
of 0.5018 and 0.1410 for the train and test phases of 
the S21 parameter. Furthermore, the MRE of 0.1331 and 
0.2071 for the train and test phases of the S11 parameter 
are achieved.

V. Fabricated and Measured Results
The proposed structure is fabricated on RT/Duroid 5880 

with a dielectric constant of 2.2, a height of 15 mils, and a 
loss tangent of 0.0009. The fabricated device is depicted in 
Fig. 13.

While the proposed LPF demonstrates excellent 
performance in terms of stopband bandwidth, insertion loss, 
and compact size, there are a few limitations in its design 
parameters. One notable constraint is the sensitivity of the 
filter’s performance to variations in substrate material and 
manufacturing tolerances. The filter was fabricated on an RT/
Duroid 5880 substrate, which, while effective, is relatively 
costly and may not be feasible for all applications, especially 
those requiring large-scale production. In addition, the high 
precision required for the windmill-shaped resonator and 
symmetrical suppressor cells makes the device susceptible 
to fabrication-induced variations, which can slightly 
affect the cutoff frequency and stopband characteristics 
if manufacturing tolerances are not strictly maintained. 
Moreover, while the filter achieves a sharp transition band 
and wide stopband, it is optimized for frequencies up to 11.26 
GHz, limiting its applicability in systems requiring even 
higher frequency performance. The design’s compactness 
also imposes some limitations on heat dissipation, which 
may impact performance in high-power applications. Despite 
these constraints, the proposed design remains highly 
effective within its intended operational range and offers 
a balanced solution for modern, compact communication 
systems. Further optimizations in materials and fabrication 
techniques could help mitigate these limitations and expand 
the filter’s applicability.

Fig. 14 presents the measured and simulated S-parameters 
(S11 and S21) of the designed LPF. The filter has a 3 dB cutoff 
frequency at 1.61 GHz, demonstrating its efficacy in passing 
frequencies below this threshold. Notably, the filter provides 
a wide stopband ranging from 1.79 GHz to 11.26 GHz, 
corresponding to a bandwidth of 9.47 GHz, and exhibits high 

Fig. 10. Proposed neural network architecture of the designed low-pass filter with three hidden layers.

Fig. 9. Surface current density plots of the designed low-pass filter at three different frequencies: (a) 1.4 GHz (within the pass band), (b) 7.7 GHz 
(within the stop band), and (c) 12.2 GHz (within the stop band).

a b c
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attenuation in this range. The close agreement between the 
measured and simulated S-parameters highlights the accuracy 
of the design and the reliability of the fabrication process.

Table I presents a comparative analysis of the performance 
results of the proposed LPF with several previously filters. 

The comparison parameters include cutoff frequency, relative 
stopband width, size, and sharpness of the filter response. 
The proposed filter exhibits a cutoff frequency of 1.61 
GHz and demonstrates a wide RSB. Notably, the proposed 
design achieves the smallest size among the compared filters. 

Fig. 11. Real and predicted values for S11 and S21 parameters in train and test procedures.

Fig. 12. Real and predicted S-parameters for the proposed device model.
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The sharpness (ζ) parameter is calculated according to 
equation (1).


 





max min

s cf f
�
�

� (1)

Where αmax and αmin are 60  dB and 3  dB attenuation 
levels and fs and fc are the frequency of the S12 parameter 
at 60  dB, which is equal to 2.21 GHz, and the frequency 
of the S12 parameter at 3  dB frequency which is equal to 
1.61 GHz. The sharpness parameter for the proposed filter 
is 94.44 dB/GHz.

The suppression factor (SF) and related stopband 
bandwidth (RSB) parameters are calculated according to 
equations (2) and (3).

RSB = stopband dB attenation level
stopband centre frequency

( )20 	�
(2)

SF = rejection level in stopband�

10

� (3)

The designed filter provides a wide stopband from 1.79 
GHz to 11.26 GHz, with more than 20dB attenuation level. 
According to (2) the SF parameter is equal to 2 and according 
to (3) the RSB parameter is equal to 1.49.

The normalized circuit size is calculated according to (4).

NCS 
physical size length width

g
( )

 2

� (4)

The figure of merit (FOM) parameter of the proposed 
filter, is calculated according (5).

FOM 
 


 RSB SF
NCS AF

� (5)

VI. Conclusion
A compact microstrip LPF has been designed using a novel 
windmill-shaped resonator and symmetrical suppressor cells, 
yielding a wide stopband bandwidth and a sharp transition 
in the frequency response. The proposed filter achieves a 
cutoff frequency of 1.61 GHz with a maximum insertion 
loss of just 0.1  dB within the passband, ensuring efficient 
signal transmission at desired frequencies. The stopband 
extends from 1.79 GHz to 11.26 GHz with a minimum 
attenuation level of 20 dB, significantly reducing out-of-band 
interference and harmonics over an impressive bandwidth of 
9.47 GHz. This expansive stopband performance, combined 
with a compact size of 13.34  mm × 12.78  mm (0.097λ × 
0.093λ), highlights the design’s applicability in size-sensitive 
communication systems. The fabricated prototype was tested, 
and the experimental results showed excellent alignment with 
simulated data, confirming the reliability and effectiveness of 
the design approach. The filter’s minimal insertion loss, sharp 
transition band, and wide stopband address limitations seen 
in traditional filters, offering a highly efficient, compact, and 
scalable solution for advanced communication technologies. 
These characteristics make the proposed filter particularly 

Fig. 14. Measured and simulated S-parameters (S11 and S21) of the 
fabricated low-pass filter with a 1.61 GHz cutoff frequency.

Fig. 13. Fabricated device of the proposed low-pass filter.

Table I
Comparison Between the Performance Results of the Proposed LPF 

and Previous Works

FOM NCS RSB ζ fc (GHz) Ref.
11543 0.0062 1.32 36 1.18 (Wang et al., 2010)
4391 0.0076 1.66 10 3.2 (Ma et al., 2012)
11221 0.0085 1.52 37 1.3 (Ge, Wang and Guo, 2010)
315 0.116 1.46 25 2.95 (Challal et al., 2012)
350 0.009 1.4 37 3.4 (Faraghi, Azarmanesh and 

Ojaroudi, 2013)
7081 0.006 1.25 22.66 1.67 (Wei et al., 2011)
6009 0.01 1.65 24.28 1 (Wang, Cui and Zhang, 2012)
7815 0.007 1.55 23.53 0.85 (Cui, Wang and Zhang, 2012)
876 0.096 1.22 34.48 2.62 (Mohra, 2011)
4140 0.009 0.68 27.4 2.5 (Yang et al., 2010)
7095 0.02 1.65 43 1.5 (Mandal and Moyra, 2023)
235 0.046 1.32 7.17 2.85 (Ali and Boutejdar, 2017)
612 0.013 1.17 34 3 (Boutejdar, Challal and El 

Hani, 2018)
31270 0.009 1.49 94.44 1.61 This Work
NCS: Normalized circuit size

Furthermore, the Sharpness (ζ) of the filter response, is the 
highest in the proposed design. These results highlight the 
superior performance of the proposed LPF.
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suitable for use in modern wireless devices, multi-band 
communication systems, and ultra-wideband applications 
where precise frequency control and minimal signal 
distortion are critical. Overall, the proposed LPF represents 
a significant advancement in LPF design, providing a robust 
solution for high-performance communication circuits.
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Abstract—The current study investigates the induction of 
callus from leaf explants of chili pepper Capsicum annuum L. 
coupled with the isolation of capsaicin from alcoholic extracts. 
To determine which isolated alkaloid has a positive reaction, the 
Dragen Droff test is used. Alkaloid is identified using conventional 
diagnostic techniques, such as measuring the absorbance values 
of the isolated alkaloid with an ultraviolet spectrophotometer; 
the alkaloid is identified. The results show a complete identity 
among them, and with control. Thin layer chromatography data 
shows a 0.8 cm distance between one location from each tested 
sample with the same rate, which is 0.8 cm from the control’s 
rate flow value. The chemical structure of studied samples is 
subsequently determined using nuclear magnetic resonance, 
which reveals similarities between the isolated alkaloid’s structure 
and standard capsaicin. A quantitative analysis of the isolated 
alkaloids reveals variations in the amounts of generated explants 
relative to other explants. This study shows that fruits are the 
most effective source of alkaloids. It’s interesting to note that the 
composition of the explant and the sonicated callus are identical. 
Since capsaicin's discovery, it has been used as a homeopathic 
remedy to treat burning pain using the concept of “treating like 
with like” or counterirritant, relieve minor pain associated with 
rheumatoid arthritis or muscle sprains and strains, and due to 
large consumption of this fruit recently, the current study is 
achieved to find out the structure and quantity.

Index Terms—Callus, Capsaicin, Capsicum annuum L., 
Dragendroff, Nuclear magnetic resonance, Sonication.

I. Introduction
The Solanaceae family includes the genus Capsicum, which 
includes pepper and is known for its global distribution. 
Five domesticated species Capsicum baccatum, Capsicum 
annuum, Capsicum pubescen, Capsicum frutescens, and 
Capsicum chinense along with more than 31 different species 
it is a diverse genus. Spices, such as capsicum are widely 
used and prized for their distinct flavor and pungency. 

Pepper contains good amounts of provitamin A, carotenoids, 
Vitamins E and C, and phenolic compounds such as luteolin, 
quercetin, and capsaicinoids. All of these substances have 
antioxidant properties and are linked to various biological 
functions. Remarkably, individuals have used capsicum 
fruits in their diet to cure wounds, rheumatism, toothaches, 
coughs, and parasite infections. In addition, it has 
antibacterial, antiseptic, immune-modulatory, anticancer, and 
counterirritating properties (Batiha, et al., 2022). C. annuum 
has many angular twigs and reaches heights of 0.75–1.8  m 
in cultivated areas. This shrub is an annual. The leaves are 
simple, elliptical to lanceolate, and alternating in shape. The 
entire smooth margins are usually wrinkled. The tiny flowers 
are arranged in groups of two or three and have a diameter of 
1.0–1.5  cm. The berries are smooth, glossy, and have many 
seeds; when ripe, they turn crimson. They lack sutures and 
might be long, cylindrical, ovoid, obtuse, or oblong. They 
lack sutures and might be long, cylindrical, ovoid, obtuse, or 
oblong with numerous smooth, rounds, discoid, golden seeds 
with an outward spine-aroma. It is a maximum length of 
25 cm and a maximum width of 7 mm (Kraft, et al., 2014).

The five main chemicals found in the majority of 
Capsicum species are capsaicin (69%), dihydrocapsaicin 
(22%), nordihydrocapsaicin (7%), homocapsaicin (1%), and 
homo dihydro capsaicin (1%) (Perry, et al., 2007).

Because of their pungency, pepper fruits are noted 
for their intense, spicy flavor, which is attributed 
to secondary metabolites called capsaicinoids. The 
placental tissue and interlocular septum both generate a 
class of alkaloids. All peppers contain the two primary 
capsaicinoids, dihydrocapsaicin and capsaicin, in 
concentrations that can exceed 90% in the seeds, placenta, 
and pericarp of the fruit. Less than 20% of the total is 
made up of homodihydrocapsaicin, homocapsaicin, and 
nordihydrocapsaicin (Perucka and Oleszek, 2000; Giuffrida, 
et al., 2013). Even though capsaicin’s pharmacological 
properties were first recognized in science in the middle of 
the 19th  century, current research focuses on enhancing the 
compound’s applications, isolation, and purification. Back 
then, capsaicin was said to be a substance with a variety of 
uses, such as a natural food addition and a host of health 
advantages (Papoiu and Yosipovitch, 2010).

In recent years, numerous techniques for obtaining 
capsaicinoids from spicy peppers have been devised, 
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including organic solvent extraction, microwave-assisted 
extraction, supercritical fluid extraction, and ultrasound-
assisted extraction (Marincas, et al., 2018; Teng, Zhang and 
Devahastin, 2019; Fabela, et al., 2019; Wang, et al., 2021). 
The first stage in designing an extraction process is selecting 
a good solvent producing a large amount of the targeted 
substance. The most abundance used solvents for removing 
capsaicinoids include water, acetonitrile, methanol, and 
ethanol (Barbero, et al., 2008). To achieve high extraction 
productivity, a number of additional relevant variables are 
also considered during the solvent selection process. These 
include sample quantity, temperature, extraction duration, 
solvent volume, and the operations’ repeatability and 
reproducibility. This research investigated the induction of 
callus from leaf explant of C. annuum L. coupled with the 
isolation of capsaicin from alcoholic extracts of fruit and 
callus of the chili pepper plant.

II. Materials and Methods
A. Plant Material and Processing of Explants
Healthy and uniform seeds of C. annuum were obtained 

from local markets, first washed then sterilized using 
6% sodium hypochlorite solution (NaOCl) (Jadid, et al., 
2023) for 5  times followed by rinsing them using sterilized 
distal water twice for 2.0  min then dried using sterilized 
filter paper. Sterile five seeds were transferred into flasks 
containing 25  mL of agar-solidified Murashige and Skoog 
Free of plant growth regulators (PGRs) MSO medium free 
of PGRs. Samples were kept in a tissue culture room at 23°C 
under 2000 lux light at (16/8) regime.

B. Establishment of Callus
Two-month-old sterile seedlings were used to establish 

callus, 0.5 cm2 leaf segments, 0.5 cm stem segments, 0.5 cm 
leaf petiole, and steam apex were cultured on 50  mL agar 
solidified MSO media enhanced with varying amounts 

of PGRs (Table I). Induced calli were subcultured every 
4 weeks.

C. Exposure of Callus to Ultrasonic Wave
One gram of callus was exposed to the ultrasound wave, 

which was carried out at 47.6  kHz on the digital ultrasonic 
cleaner (Barasonic 221, Germany) for 30  min. Ultrasound 
treatments were performed in a water bath at a constant 
temperature of 25°C (El-Sattar and Tawfik, 2023).

D. Callus, and Fruits Alcoholic Extraction Preparation
Fifty grams of fruit and callus samples were dried in an 

oven at 40°C for 24  h. The samples were then crushed in a 
mortar with 100  mL of 70% methanol added. After 45  min 
of centrifugation at 4°C and 13.000  g, the supernatant was 
removed. Next, 100 mL of methanol was added and allowed 
to sit for 24 h. Finally, it was heated at 50°C and allowed to 
cool before another 45-min centrifugation at 4°C and 13148× 
g was performed (Lucia, et al., 2020).

E. Isolation of Capsaicin Alkaloid
The supernatant from the last step was transferred into 

rotary evaporator at 50°C to precipitate. To dissolve the 
precipitate 20  mL of 2 N HCL was added. This mixture 
undergoes filtration using filter paper and 20  mL of Ethyl 
acetate) (CH3-COO-CH2-CH3). The mixture was kept 
in a separating funnel and shacked manually. Then the 
ethyl acetate was neglected and ammonia solution was 
gradually added to reach pH  9. After passing the mixture 
through filter paper, 50  mL of chloroform were added to 
the filtrated product, which was then put in a separating 
funnel and manually Shacked 3  times. Then chloroform 
layer appeared in a bottle and discarded the remaining. The 
bottle was then placed in a 50°C water bath to evaporate 
the chloroform. The remaining product was weighed, and 
samples were kept at 5°C in a dark place (Berlinck and 
Kossuga, 2007).

TABLE I
Media used for Callus Induction using MS media that is Enhanced with different PGR (Benzyl adenine, Naphthalene Acetic Acid, and 

2,4-Dichlorophenoxy Acetic Acid), from Leaf Explant of Chili Pepper, Seedlings of Capsicum Annuum L.

Media Plant growth regulator combinations 
MSO* Control
MS BA 1 mg/0.1+0.2 mg/l NAA

BA 1 mg/0.1+0.4 mg/l NAA
BA 1 mg/0.1+0.8 mg/l NAA

BA 1 mg/0.3+0.2 mg/l NAA
BA 1 mg/0.3+0.4 mg/l NAA
BA 1 mg/0.3+0.8 mg/l NAA

BA 1 mg/0.5+0.2 mg/l NAA
BA 1 mg/0.5+0.4 mg/l NAA
BA 1 mg/0.5+0.8 mg/l NAA

MSO Control
MS BA 1 mg/0.1+0.2 mg/l IAA

BA 1 mg/0.1+0.4 mg/l IAA
BA 1 mg/0.1+0.8 mg/l IAA

BA 1 mg/0.3+0.2 mg/l IAA
BA 1 mg/0.3+0.4 mg/l IAA
BA 1 mg/0.3+0.8 mg/l IAA

BA 1 mg/0.5+0.2 mg/l IAA
BA 1 mg/0.5+0.4 mg/l IAA
BA 1 mg/0.5+0.8 mg/l IAA

MSO Control
MS BA 1 mg/0.1+0.2 mg/l IBA

BA 1 mg/0.1+0.4 mg/l IBA
BA 1 mg/0.1+0.8 mg/l IBA

BA 1 mg/0.3+0.2 mg/l IBA
BA 1 mg/0.3+0.4 mg/l IBA
BA 1 mg/0.3+0.8 mg/l IBA

BA 1 mg/0.5+0.2 mg/l IBA
BA 1 mg/0.5+0.4 mg/l IBA
BA 1 mg/0.5+0.8 mg/l IBA

MSO Control
MS BA 1 mg/0.1+0.2 mg/l 2,4-D

BA 1 mg/0.1+0.4 mg/l 2,4-D
BA 1 mg/0.1+0.8 mg/l 2,4-D

BA 1 mg/0.3+0.2 mg/l 2,4-D
BA 1 mg/0.3+0.4 mg/l 2,4-D
BA 1 mg/0.3+0.8 mg/l 2,4-D

BA 1 mg/0.5+0.2 mg/l 2,4-D
BA 1 mg/0.5+0.4 mg/l-1 2,4-D
BA 1 mg/0.5+0.8 mg/l 2,4-D

MSO*: Free from plant growth regulators.
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F. Characterization of Isolated Capsaicin Using 
DragenDroff

Identification protocols were utilized to detect the presence 
of alkaloids in extracts to ensure that the isolated compound 
is alkaloid and its type.

To identify the type of alkaloids and make sure it was 
extracted in a good quality the DragenDroff method was 
followed:

The preparation of the Dragendroff solution was combining 
2 g of bismuth nitrate Bi (NO3)3.5H2O with 25 mL of glacial 
acetic acid (solution 1), followed by 40 g of potassium iodide 
in 100  mL of distilled water (solution 2). Next, 10  mL of 
the first solution and 10 mL of the second, 20 mL of glacial 
acetic acid, and 100 mL of distilled water were combined to 
make the DragenDroff solution (Modified from Narasimhan 
and Shanta, 2003).

G. Thin Layer Chromatography (TLC)
Using a micropipette (0.5–10 μL), samples were 

manually loaded, 10  mm above the lower border of the 
plates, with up to 2 μL of the crude extract (corresponding 
to 4–8  mg of dry tissue). One consistent hit was used to 
deliver the entire sample volume, with adjacent samples 
placed 5 mm apart. In every instance, the application spot’s 
diameter was <2  mm. After loading, warm air was used 
for 30 s to dry the application areas. A  solvent mixture 
consisting of 95:5  ethanols to chloroform was used for the 
separation process (Wagner, Bladt and Zgainski, 1984). 
To ensure that the chamber environment was completely 
saturated, solvent mixes were made right before usage 
and introduced to the chromatography tank fifteen minutes 
before development.

H. Ultraviolet (UV) Spectrophotometer
For the UV technique analysis of capsaicin, a (AGILENT 

CARY 100/300 series Uv-Vis, Malaysia) twin beam 
UV/visible spectrophotometer with a 1.0 cm3 matched quartz 
cell was used. Samples were dissolved in chloroform and 
applied to quartz cells. Standard capsaicin obtained from 
Chungwoo Food Republic of Korea. The analytical-grade, 
easily accessible chloroform was used to dilute the capsaicin 
(Baravkar, et al., 2023).

I. Determination of Chemical Structure by nuclear magnetic 
resonance (NMR)

The samples were dissolved in 500 μL of chloroform for 
the NMR analysis. Using an NMR spectrometry (Shimadzu 
60MHz, Japan) coupled to a 5  mm probe at 295 K, NMR 
data gathering was carried out. To record 1 H NMR, a typical 
pulse program called zg30 was utilized. On customized graph 
paper that was improved by an NMR device, dates were 
recorded (Bora, et al., 2021).

J. Statistical Analysis
One-way analysis of variance was used to evaluate all 

the data using the GraphPad prism9 statistical package, 
version  9.3.1 software. The results were expressed as means 
± Standard Division at 0.01(Gupta, et al., 2019).

III. Results and Discussion
A. Plant Material and Explant Preparation
Leaf segments grown on MS medium with various 

amounts of PGRs added as supplements showed that the 
MS media supplemented with 0.4, 0.8  mg/L of NAA and 
its combinations with 0.3, 0.5  mg/L of BA had the greatest 
percentage (100%) of callus induction (Table II).

B. Identification of Potential Capsaicin Derived FROM 
Alcoholic Extraction

The orange color and sticky texture of capsaicin that was 
separated from fruit and callus adhered to the walls of the 
isolating vessels.

C. Diagnosis of Capsaicin Derived from Leaf Callus and 
Fruit

The results of detecting the alkaloids isolated from 
different plant parts of C. annuum and the callus derived 
from them confirmed the effectiveness of this test, as it was 
turned orange when the solution was added (Fig. 1).

D. Rate Flow
Data showed that the flow distance rates for all spots 

separated from the alkaloids isolated from different 

TABLE II
Induction of callus from Capsicum annuum leaf segments on solidified MS medium supplemented with various concentrations of auxins 
(Naphthalene Acetic Acid, Indole Acetic Acid, Indole Butyric Acid, 2,4-Dichlorophenoxy acetic acid) and Cytokinin (Benzyl Adenine)

Auxins (mg/L)/
Cytokinin (mg/L)

Percentage of induction (%) Number of callus-producing leaf segments

NAA IAA IBA 2,4-D

0.0 0.2 0.4 0.8 0.0 0.2 0.4 0.8 0.0 0.2 0.4 0.8 0.0 0.2 0.4 0.8
BA 0.0 0 2 3 6 0 4 5 5 0 3 4 6 0 4 6 6

0 33 50 100 0 67 83 83 0 50 67 100 0 67 100 100
0.1 1 4 4 5 3 5 5 5 2 3 5 6 3 5 6 6

17 67 67 83 50 83 83 83 33 50 83 100 50 83 100 100
0.3 3 5 6 6 6 6 6 6 6 6 6 6 6 6 6 6

50 83 100 100 100 100 100 100 100 100 100 100 100 100 100 100
0.5 4 4 6 6 6 6 6 6 6 6 6 6 6 6 6 6

67 67 100 100 100 100 100 100 100 100 100 100 100 100 100 100
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explants of C. annuum (Chili pepper) and the callus 
derived from them were identical to each other and 
with the average flow distance of the standard capsaicin 
solution (Control) (Table  III and Fig.  2), as the average 
flow distance for each of the spots that appeared was 
(0.8  cm). The spot flow rate is the same as the standard 
solution of capsaicin alkaloid.

E. UV Spectrophotometer
The results of estimating the absorption degree by 

photometric spectrometry confirmed that the alkaloid isolated 
from fruit and callus derived from different explants of 
C. annuum (Chili pepper) have the same degree of absorption 
at the highest wavelength λ max (Fig.  3), as the degree of 
absorption reached 280  nm, which is similar to the degree 
of absorption at the highest wavelength of the capsaicin 

alkaloid. These results confirm again that the alkaloid isolated 
is a capsaicin compound.

F. Quantitative Estimation of Capsaicin
The results related to the quantitative estimation of the 

capsaicin alkaloid isolated from fruit and callus derived from 
different explants of C. annuum (Chili pepper) showed a 
difference in the content of these tissues of callus (Table IV). 
Data showed that leaf callus was the type of callus that 
contained the most capsaicin, as its concentration reached 
0.64 mg/10 g dry weight, superior to its concentration in fruit 
and other types of callus, more than that sonication treatment 
obviously rise the capsaicin quantity in the callus (Table V).

G. Determination of Chemical Structure by NMR
The results of determining the chemical structure of the 

alkaloid isolated from C. annuum (Chili pepper) fruits and 
callus derived from different plant parts confirmed that they 
have the same chemical structure of the standard capsaicin 
alkaloid (Fig.  4a-c). This confirms conclusively that the 
isolated alkaloid is the same as the capsaicin alkaloid.

Capsaicin is an alkaloid that is a member of the 
class Capsaicinoids. Its scientific name is [(E)-N-[(4-hydroxy-
3-methoxyphenyl) methyl]-8-methylnon-6-enamide] and its 

TABLE III
Average Values of Flow Distance of the Spots Separated from Fruit 

and Different Callus Types of Capsicum Annuum (Chili pepper), Plants

Isolated alkaloid source Average flow distance (cm) ± SD
Standard capsaicin (control) 0.8±0.002
Fruit 0.8±0.003

Stem calli 0.8±0.005
Leaf petiole calli 0.8±0.008

Leaf calli 0.8±0.009
Stem apex calli 0.8±0.009

Fig. 2. Detection of capsaicin obtained from fruit and callus derived from 
different explants of C. annuum (Chili pepper) plants using thin layer 

chromatography technique. (1) Standard capsaicin (Control) (arrowed). 
(2) Capsaicin isolated from fruit. (3) Capsaicin isolated from stem callus. 
(4) Capsaicin isolated from leaf petiole callus. (5)Capsaicin isolated from 

leaf callus. (6) Capsaicin isolated from stem apex callus.

Fig. 1. Quantitative determination of capsaicin isolated from different 
explants of Capsicum annuum (Chili pepper) and the derived callus. 

(1) Standard capsaicin (Control) (arrowed). (2) Capsaicin isolated from 
fruit. (3) Capsaicin isolated from stem callus. (4) Capsaicin isolated from 
leaf petiole callus. (5) Capsaicin isolated from leaf callus. (6) Capsaicin 

isolated from stem apex callus.

Fig. 3. Absorption Degree of alkaloid isolated from fruit and callus 
derived from different explants of C. annuum (Chili pepper) using UV 

spectrophotometer. (a) Standard capsaicin (Control). (b) Capsaicin 
isolated from the fruit. (c) Capsaicin isolated from stem callus. 

(d) Capsaicin isolated from leaf petiole callus. (e) Capsaicin isolated 
from leaf callus. (f) Capsaicin isolated from stem apex callus.
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chemical formula is C18H27NO3. Its weight in molecules is 
305.4 g/mol (Mol, et al., 2024).

Tissue culturing is a useful method for producing natural 
phytochemicals on an industrial and laboratory scale 
(Gammoudi, et al., 2019). Fruits from the C. annuum plant, 
also known as chili pepper, have been utilized as natural 
colorants, flavorings, food veggies, and medicinal remedies 
since ancient times. These days, a huge range of sweet and 
spicy peppers are consumed in many different ways all over 
the world. It’s interesting to note that C. annuum, which has 
a large variety, is the most significant chili pepper in terms of 
commerce worldwide (Hernández-Pérez, et al., 2020).

The low yields of target compounds have frequently 
hindered the use of plant cell cultures for biochemical 
synthesis. When it comes to in vitro chili pepper cultures, 
capsaicin levels have been artificially raised by the following 
methods nutritional limitation, adding pre-cursors and 
intermediate salts to the culturing medium (Nisha, 2024), or 
immobilization of cells (Yaacob, et al., 2022). All of these 
methods, nevertheless, have not been able to raise capsaicin 
quantities to levels seen in fruits bearing chili peppers.

Especially in the interlocular septum of fruits and the 
placenta’s capsaicinoid-secreting structures, capsicum species 
produce and store capsaicin (Nisha, 2024). It’s unclear if 
these structures are necessary for in vitro cultures to produce 
enough capsaicin. However, recent research has demonstrated 

TABLE IV
Quantitative Estimation of Capsaicin Obtained from Fruit and 

Different Callus Types of C. Annuum (Chili Pepper)

Isolated capsaicin source Weight mg/10 g dry weight 
Fruit 5.0±0.002
Stem calli 0.48±0.004
Leaf petiole calli 0.36±0.005
Leaf calli 0.64±0.007
Stem apex calli 0.26±0.002

TABLE V
Quantitative Estimation of Capsaicin Obtained from Sonicated Callus 

of C. Annuum (Chili Pepper)

Source of capsaicin Weight mg/10 g dry weight 
Steam calli (cont.) 1.5±0.008

0.48±0.004
Leaf petiole calli (cont.) 0.9±0.002

0.36±0.005
Leaf calli (cont.) 1.9±0.011

0.64±0.007
Steam apex calli (cont.) 0.7±0.001

0.26±0.002

Fig. 4. Chemical composition of the capsaicin extracted from fruit and callus from several C. annuum (Chili pepper) explants through NMR technique. 
(a) Standard capsaicin (Control). (b) Capsaicin isolated from fruit. (c) Capsaicin isolated from different callus tissue.
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that immobilized placental tissues have a higher capability 
for producing capsaicin than immobilized cells, suggesting 
that competence in biosynthesis and capsaicin accumulation 
requires a particular state of organization and differentiation 
(Poornima, et al., 2024).

It is not unexpected to find competing effects on 
the accumulation of capsaicin in chili peppers because 
capsaicin is a consequence of a metabolic process that 
shares pre-cursors and intermediates with other biosynthetic 
routes (e.g., proteins, lignins, anthocyanins, coumarins, 
flavonoids, etc.) (Elshafie, et al., 2023).

Sonication serves as a substitute stressor for cells or tissues, 
and clinical medicine makes extensive use of ultrasound. The 
short wavelength and high frequency of sonication provide 
excellent directional properties. However, sonication can reflect 
off the surfaces of tissues and exhibit a limited variety of 
diffractive phenomena. The greater the number of living cells in 
the samples, the higher the total metabolic activity; Sonication 
is a form of alternate stress and an elastic mechanical wave in 
a medium. This type of energy-driven ultrasonic vibration can 
produce a variety of microscopic mechanical effects, including 
the mechanical transfer of materials, the heating effect, and the 
cavitation effect (Liu, et al., 2003).

Ultrasound may alter a cell’s metabolism by causing an 
increase in enzyme activity. Furthermore, ultrasound has the 
potential to boost mass transfer, including the absorption of 
nutritional components, and to promote the selectivity and 
permeability of cell membranes and cell walls. It is well 
known that ultrasound makes it easier for molecules to 
flow through membranes. The function of Ca+2-ATPase, H+-
ATPase, and other ion channels in the plasma membrane may 
be impacted by ultrasonic stimulation. These channels are 
critical for cell development. (Fontana, et al., 2021).

IV. Conclusion
The study focused on the induction of callus using the chili 
pepper explants, and 0.8 NAA mg/L of supplement added to 
MS medium only was suitable for the induction of callus from 
all explants. Isolation of capsaicin alkaloid was obtained from 
alcoholic extracts of fruit and leaf callus, The Dragendroff 
test showed a positive reaction and the UV spectrophotometer 
showed a complete identity of isolated capsaicin with control. 
TLC and NMR techniques also confirmed the similarity between 
isolated capsaicin and slandered capsaicin. The findings of this 
study showed that the production of capsaicin in chili pepper 
callus cultures and fruits differs, sonication leads to an increase 
in the quantity of capsaicin compared with un-sonicated tissues. 
Never forget that the variation in the rates of synthesis and 
breakdown affects the total amounts of a secondary byproduct 
in cell cultures. The pace at which capsaicin degrades within 
in vitro cultures has to be investigated further.
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Abstract—This study explores the complex effects of halogenation 
on polycyclic aromatic hydrocarbons (PAHs), specifically focusing 
on phenanthrene. The research aims to understand how the 
substitution of halogens – namely fluorine (F), chlorine (Cl), and 
bromine (Br) – in the phenanthrene structure affects its electronic 
properties, reactivity, and potential applications. The results 
indicate that halogenation reduces the HOMO-LUMO gap by 
0.0100 eV, 0.0064 eV, and 0.2438 eV for F, Cl, and Br, respectively. 
In addition, it increases the electronegativity (e.g., phenanthrene: 
3.6371 eV; phenanthrene-Br: 3.8575 eV), enhancing electron 
attraction from the phenanthrene rings and lowering the chemical 
potential. Through detailed analyses of molecular orbitals and density 
of states, the study reveals significant shifts in energy levels and optical 
properties. It also employs NMR spectroscopy, potential energy maps, 
and charge distribution to provide a comprehensive understanding 
of the compounds. Reduced Density Gradient and Non-Covalent 
Interaction (NCI) analyses further elucidate the complexities of 
intermolecular forces in the halogenated derivatives. The research 
delves into drug-likeness, Natural Bond Orbital (NBO) analysis, and 
Non-linear Optical properties, highlighting potential applications in 
medicine, environmental science, and organic electronics. Notably, 
the halogenated molecules exhibit more intense coloration compared 
to undoped phenanthrene, with absorption peaks shifting to 
λ = 295.1 nm for phenanthrene-Cl, 305.3 nm for phenanthrene-F, and 
307.2 nm for phenanthrene-Br, compared to λ = 293.0 nm for pure 
phenanthrene. These findings underscore the transformative impact 
of halogenation, positioning this study as a significant contribution 
to the understanding and potential utilization of halogenated PAHs.

Index Terms—Density functional theory, Doping, 
Electronic behavior, Energy gap, Halogen, Polycyclic 
aromatic hydrocarbons chemistry.

I. Introduction
Polycyclic aromatic hydrocarbons (PAHs) are organic 
compounds characterized by multiple aromatic rings 
fused in unique and intricate arrangements. Among these, 
phenanthrene stands out, alongside other well-known 
PAHs such as naphthalene and anthracene, contributing 
significantly to the rich chemistry of this class of compounds 
(Roy, Karmakar and Dash, 2024, Omer, et al., 2024). These 
molecules exhibit distinct structural features and possess 
a wide range of versatile chemical and physical properties, 
making them valuable in various scientific and industrial 
applications. In recent years, considerable attention has 
been directed toward the process of halogenation, where the 
incorporation of halogen atoms such as fluorine, chlorine, or 
bromine into the PAH structure introduces new dimensions 
to their functionality. This modification not only alters 
the electronic and steric characteristics of PAHs but also 
enhances their potential for use in fields such as materials 
science, pharmaceuticals, and environmental studies (Tang, 
et al., 2018, Li, et al., 2024). Halogenation precisely modifies 
PAHs, altering their electronic structures and reactivity. 
The intentional introduction of halogens leads to changes 
in energy levels, absorption spectra, and fluorescence 
behaviors (Lawal and Fantke, 2017, Omer, Koparir and 
Ahmed, 2022b). This transformation influences the charge 
distribution within the phenanthrene framework, leading to 
noticeable yet nuanced electronic rearrangements. These 
subtle shifts in electron density highlight the redistribution 
of charges across specific molecular orbitals (MOs), altering 
the electronic environment of the system. Such modifications 
can significantly impact the molecule’s overall reactivity, 
stability, and potential interactions, offering valuable insights 
into its chemical behavior under varying conditions (Ding, 
Tommasini and Maestri, 2019, Rebaz, et al., 2022, Arcadi, 
et al., 2023). Laying the groundwork for understanding the 
reactivity of halogenated PAHs is essential. Halogenated 
phenanthrene derivatives provide a versatile avenue for 
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exploration. In medicine, these derivatives exhibit potent 
antibacterial and antifungal properties, indicating their 
potential therapeutic applications (McCoull, et al., 1999, 
Omar, et al., 2023). Their adaptability in cancer treatment 
and infection control, along with the formation of intricate 
metal complexes, paves the way for advanced drug delivery 
(Sahoo, et al., 2020, Koparir, et al., 2022). In the environment, 
halogenated PAHs leave distinct footprints, altering their 
persistence and toxicity (Barbosa, et al., 2023, Palmer, et al., 
2009). Halogenation enhances the optoelectronic properties 
of phenanthrene, highlighting its potential applications 
in organic photovoltaic cells, OLEDs, and field-effect 
transistors (Haritash and Kaushik, 2009, Ahmed and Rebaz, 
2020, Abdel-Shafy and Mansour, 2016, Li and Wu, 2023, 
Li, et al., 2020). Despite the comprehensive findings, several 
gaps in this study warrant further investigation. Although the 
electronic, optical, and chemical properties of halogenated 
phenanthrene derivatives are extensively analyzed, the 
effects of halogenation on their thermal stability and 
mechanical properties remain unexplored. Furthermore, the 
long-term environmental effects and degradation pathways 
of halogenated PAHs have yet to be studied, which is 
critical for understanding their ecological impact. While 
potential applications in organic electronics and medicine 
are discussed, there is a lack of experimental validation of 
these properties in practical devices or biological systems. 
The goal of the research is to gain insight into how the 
substitution of halogens – fluorine (F), chlorine (Cl), and 
bromine (Br) – within the phenanthrene structure affects its 
electronic properties, reactivity, and potential applications. 
Fluorine, chlorine, and bromine are commonly chosen for 
the halogenation of phenanthrene because of their unique 
chemical and physical properties, which influence the 
molecule’s reactivity, electronic structure, and interactions.

II. Computational Details
In this research investigation, the method of Density 

Functional Theory (DFT) was harnessed to perform detailed 
calculations. These calculations were executed using the 
sophisticated Gaussian 09 computational software package, 
which is renowned for its capabilities in simulating and 
modeling molecular systems. Specifically, the B3LYP 
functional, a widely used functional in DFT, was chosen for 
molecular optimization. This involved intricately refining 
the arrangement of atoms within the molecules to achieve 
their most energetically stable configurations (Montgomery, 
et al., 1999, Koparir, et al., 2023, Omer, et al., 2022a). The 
6-31G(d,p) basis sets represent the electron orbitals as a 
combination of Gaussian functions. These basis sets improve 
accuracy by including polarization functions (d,p) and 
diffuse functions (++, for anions or systems with long-range 
interactions). For DFT Calculations in Gaussian: Functional: 
B3LYP, Basis Set: 6-31G (d,p), Optimization: Opt=(tight), 
Frequency Analysis: Freq=NLO (to compute thermodynamic 
and NLO properties) and Charge and Multiplicity: Set 
according to the system (e.g., neutral or ionic), Fig. 1.

III. Results and Discussion
Phenanthrene and its derivatives doped with fluorine, 

chlorine, and bromine were meticulously designed through 
Gauss View. Subsequently, a DFT model was employed to 
optimize their structures using the suitable B3LYP/6-311G 
basis set known for its adeptness in capturing accurate 
configurations (Costa, et al., 2013; Tirado-Rives and 
Jorgensen, 2008; Nasidi, et al., 2022).

A. MOs and Density of States (DOS) Analysis
The frontier MOs are the Highest Occupied MO 

(HOMO) and the Lowest Unoccupied MO (LUMO) of 
a molecule. They represent the ability of a molecule 
to donate and accept electrons, respectively. They also 
determine the chemical stability and reactivity of a 
molecule (Aihara, 1999, Sun and Wu, 2012). The energy 
gap between the HOMO and the LUMO is called the 
HOMO-LUMO gap, and it affects the optical properties of 
a molecule. The smaller the gap, the lower the energy and 
the higher wavelength of light that can excite the electrons 
from the HOMO to the LUMO (Clar, 1972, Becke, 1993, 
Aziz, et al., 2017). Fig.  2 shows that different halogens 
have different effects on the HOMO-LUMO gap, with 
fluorine having the smallest effect and bromine having 
the largest effect. This is because different halogens have 
different electronegativities, which affect how strongly they 
pull the electrons toward themselves. The HOMO-LUMO 
gap values of all molecules are reduced by substitution. 
The gap values of phenanthrene decrease by 0.0100, 
0.0064, and 0.2438 eV upon substitution with  -F, Cl, 
and Br atoms, respectively. Halogenated phenanthrene’s 
negligible bandgap reduction suggests that halogenation 
causes minor electronic changes without substantially 
altering the molecule’s basic characteristics. The stability 
and functioning of the original molecule are preserved, but 
these modifications are enough to affect applications that 
call for the fine-tuning of electronic properties.

Fig.  3 shows a DOS analysis of phenanthrene and its 
halogen-doped structures. A  DOS analysis is a way of 
calculating the number of states per unit energy range that 
are available for electrons to occupy in a material1 (Wilbur, 
et al., 1982, Toriyama, et al., 2022, Sarmah and Hobza, 
2020). A  DOS analysis can reveal the electronic structure, 
band gap, and conductivity of a material. Phenanthrene has 
a large band gap of about 4.7186 eV, so it is an insulator 
or a poor conductor of electricity. The image also shows 
that doping phenanthrene with halogens reduces the band 
gap and increases the number of states near the Fermi level, 
which is the highest energy level occupied by electrons at 
zero temperature. This means that doping phenanthrene with 
halogens makes it more conductive or metallic.

The quantum chemical properties of phenanthrene and its 
halogen-substituted derivatives (Table I) exhibit a consistent 
trend with increasing halogen atom size. The total energy 
consistently decreases (Lazarou, et al., 2001), ranging 
from −14684.9890 eV for phenanthrene to −84714.3302 
eV for phenanthrene-Br, due to the stabilizing effect of 
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larger halogen atoms with extra electrons. Simultaneously, 
both HOMO and LUMO energies decrease because of 
the heightened electronegativity of larger halogen atoms, 

resulting in enhanced electron repulsion. As a result, the 
energy gap between HOMO and LUMO energies contracts in 
the sequence phenanthrene > phenanthrene-F > phenanthrene-

Fig. 1. The input molecule for the density functional theory calculation and the program setup.

Fig. 2. Optimized structures and MOs of phenanthrene and its structures doped with halogens.
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Cl > phenanthrene-Br, reflecting augmented polarizability 
and heightened reactivity within the compounds (Tang and 
Bao, 2011, Akbas et al., 2023, Wang, et al., 2016, Kaka, 
et al., 2024).

Halogen doping increases the ionization energy (I = -EHOMO) 
and electron affinity (A =  -ELUMO) of phenanthrene. The IP 
values range from 5.9964 eV for phenanthrene to 6.0949 eV 
for phenanthrene-Br, making electron removal harder. The 
EA values range from 1.2778 eV for phenanthrene to 1.6201 
eV for phenanthrene-Br, making electron addition easier 
(Janietz, et al., 1998).

Larger halogens lower the chemical hardness (η) and 
raise the softness (S) of phenanthrene and its derivatives, 

because of the reduced HOMO-LUMO gap and altered 
polarizability and reactivity (Pearson, 2005). The η values 
vary from 2.3593 eV for phenanthrene to 2.2374 eV for 
phenanthrene-Br, while the S values vary from 0.4239 eV-1 
for phenanthrene to 0.4469 eV-1 for phenanthrene-Br.

Doping phenanthrene with halogens leads to an increase in 
the compounds’ electronegativity (phenanthrene: 3.6371 eV, 
phenanthrene-Br: 3.8575 eV), intensifying electron attraction 
from the  phenanthrene rings. This results in decreased 
chemical potential, making the compounds more prone to 
electron donation to other substances. 

The electrophilic nature of the halogens modulates the 
electrophilicity (ω) and nucleophilicity (Nu) of phenanthrene 

Fig. 3. DOS analysis for phenanthrene and its halogen-doped structures.

TABLE i
Quantum Chemical Parameter’s Values of Study Compounds

Quantum chemical parameters Phenanthrene Phenanthrene-F Phenanthrene-Cl Phenanthrene-Br
Total Energy (eV) −14684.9890 −17386.1068 −27191.9416 −84714.3302
EHOMO (eV) −5.9964 −6.1925 −6.2557 −6.0949
ELUMO (eV) −1.2778 −1.4839 −1.5435 −1.6201
ΔE (eV) 4.7186 4.7086 4.7122 4.4748
Ionization potential “I” (eV) 5.9964 6.1925 6.2557 6.0949
Electron affinity “A” (eV) 1.2778 1.4839 1.5435 1.6201
Chemical hardness “η” (eV) 2.3593 2.3543 2.3561 2.2374
Chemical softness “S” (eV−1) 0.4239 0.4248 0.4244 0.4469
Electronegativity “χ” (eV) 3.6371 3.8382 3.8996 3.8575
Chemical potential “μ”(eV) −3.6371 −3.8382 −3.8996 −3.8575
Electrophilicity “ω” (eV) 2.8035 3.1286 3.2271 3.3254
Nucleophilicity “Nu” (eV-1) 0.3567 0.3196 0.3099 0.3007
ΔE back donation −0.5898 −0.5886 −0.5890 −0.5593
transfer electron fraction ΔN (Fe) 3.9670 3.7220 3.6524 3.5155
Dipole- moment (Debye) “μD” 0.0377 1.7148 2.3261 2.1622
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and its derivatives. The ω values exhibit an ascending 
trend from 2.8035 eV for phenanthrene to 3.3254 eV for 
phenanthrene-Br, while the Nu values display a descending 
trend accordingly (Chattaraj and Roy, 2007, Mayr and Patz, 
1994).

The back-donation energy (ΔE) is a measure of the energy 
difference between the HOMO of the donor and the LUMO 
of the acceptor. The transfer electron fraction (ΔN) is a 
measure of the charge transfer from the donor to the acceptor. 
The halogen doping affects both parameters by lowering 
the HOMO energy and increasing the electronegativity of 
phenanthrene. Phenanthrene has a higher HOMO energy and 
a lower electronegativity, which makes it more favorable and 
efficient for electron donation to iron.

B. Ultraviolet-Visible (UV-Vis) Analysis
Energy calculations used Gaussian software, optimizing 

the structure through the 6-311G (d,p) basis set. Employing 
the TD-SCF method, electronic transitions, and absorption 
spectrum were analyzed (Ceylan, et al., 2016; Esme, 
2019; Jagdale, et al., 2020). Fig.  4 displays the absorption 
coefficient against incident light wavelength, revealing higher 
coefficients signify increased light absorption.

Phenanthrene possesses a series of conjugated double 
bonds, which impart them with various intriguing properties, 
notably their capability to absorb UV light (Li and Draine, 
2002; Arfsten, et al., 1996; Wu, et al., 2010).

Doping phenanthrene with the first three halogens 
increases electron density in the HOMO and LUMO orbitals. 
This reduces the energy gap between the HOMO and LUMO 
orbitals and affects the optical properties of PAH molecules. 
The electrons at the HOMO of the doped molecules require 

energy at a lower frequency and higher wavelength to 
transition from HOMO to LUMO (Makula, et al., 2018). This 
phenomenon enhances the likelihood of the doped molecules 
absorbing light in the visible spectrum (Fig.  4). As a result, 
the doped molecules exhibit more pronounced coloration 
compared to the undoped molecules (i.e., λ = 293.0, 295.1, 
305.3, and 307.2 nm for Phenanthrene, Phenanthrene-Cl, 
Phenanthrene-F, and Phenanthrene-Br, respectively).

C. Infrared (IR) Analysis
Gaussian software was employed for energy calculations, 

yielding the optimized structure with the 6-311G (d,p) basis 
set (Li and Draine, 2002; Wodrich, et al., 2007).

The identification of conjugated rings within the 
phenanthrene structure is straightforward through aromatic 
C–H stretching patterns. Notably, the C−H stretching 
vibrations of PAHs are typically observed around 3100 cm⁻¹ 
(Swofford, Long and Albrecht, 1976; Ricks, Douberly and 
Duncan, 2009; McClellan and Pimentel, 1955; Srivastava 
and Singh, 2007). In this study, the theoretically calculated 
aromatic C–H stretching vibrational modes fall within the 
range of 3155–3205 cm⁻¹ (Fig. 5).

Exploring the repercussions of halogen doping on 
the IR spectra of the phenanthrene molecule reveals 
significant transformations. Primarily, introducing halogen 
atoms prompts shifts in absorption peak positions, 
signifying modifications in molecular vibrations and 
bond strengths (e.g., C=C-H in undoped phenanthrene at 
3155–3205 cm⁻¹, shifting to 3292–3332 cm⁻¹ for fluorine-
doped phenanthrene). Novel absorption bands also emerge, 
showing the inception of fresh vibrational modes and 
functional groups. Alterations in intensity and bandwidth for 

Fig. 4. UV-Vis. absorption spectra of phenanthrene and its halogen-doped derivatives (ε is represented for absorption).
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specific absorption peaks point to fluctuations in molecular 
flexibility and rigidity.

D. Nuclear Magnetic Resonance (NMR)
Fig.  6 shows the theoretically computed H-NMR and 

C-NMR structures of normal phenanthrene that doped with 
the first three members of the halogen group. The NMR 
calculations were performed using the Gaussian 09 software 
package. The shielding range for normal phenanthrene is 
from −50 to 100  ppm (Arumugam, et al., 2013). When 
fluorine was introduced into the compound, there was a 
shift in ppm from −100 to 350  ppm. The changes in ppm 
continued when fluorine was replaced with chlorine from 
−200 to 600  ppm. The changes in ppm were intense when 

bromine was introduced from −500 to 2000 ppm. This shows 
that the shielding range increased with an increase in the 
halogen’s electronegativity family.

The normal NMR peaks of undoped phenanthrene 
show more carbon at the upfield and less carbon at the 
downfield. However, when fluorine was introduced, the entire 
orientation of the molecules changed. A  sharp medium peak 
of fluorine appears at 289.317  ppm, and both carbon atoms 
and hydrogen atoms change their chemical environment 
because of inductive and neighboring effects. The same trend 
occurred when fluorine was replaced with chlorine and, later, 
bromine; they have peaks at 703.184 and 1975.342  ppm, 
respectively. This proves that NMR peaks generated by 
members of the halogen family in phenanthrene have a close 
linear relationship with their electronegativity.

E. Potential Energy Map (PES) and Charge Distribution
The PES and charge distribution are important factors that 

affect the molecular orientation and the optical and electrical 
properties of the molecules (Haenen, 1977; Solano and Mayer, 
2015; Ahmed and Rebaz, 2020; Pi, et al., 2019; Ryno, 2015). 
Fig.  6 shows the PESs of phenanthrene and its halogen-
doped derivatives. These maps illustrate how the electron 
density of a molecule varies in three dimensions, using 
different colors to show high and low charge density regions. 
In phenanthrene, which comprises hydrogen and carbon, the 
electrons are mainly localized around the rings because of the 
resonance effect of the double bonds, which is stronger than 
the electronegativity difference between carbon and hydrogen 
atoms. However, when fluorine is introduced as a dopant, it 

Fig. 6. NMR of phenanthrene and its halogen-doped derivatives.

Fig. 5. IR spectrum for phenanthrene and its halogenated derivative.
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alters the molecular orientation of phenanthrene. Fluorine has 
a higher electron affinity than carbon and hydrogen (Modelli, 
Mussoni and Fabbri, 2006) and thus attracts electrons toward 
it, resulting in a significant shift of electron density. Similar 
effects are observed when chlorine and bromine replace 
hydrogen atoms, making these atoms the most reactive sites 
of the doped molecule. The charge distribution in a molecule 
determines its physical and chemical properties. Halogen 
doping induces changes in charge separation and dipole 
moment. Halogens have higher electronegativity than carbon 
and thus draw more electrons, leading to an increased dipole 
moment and enhanced charge separation. The arrows in Fig. 7 
represent the direction and magnitude of the dipole moments 
of each molecule. The dipole moment (μ) is a measure of 
molecular polarity, with larger values showing higher polarity. 
Fig. 7 shows that the net dipole moment follows the order of 
Cl > Br > F > undoped phenanthrene molecule. This trend 
suggests that chlorine-doped compounds exhibit the highest 
polarity, followed by bromine-doped compounds and then 
fluorine-doped ones.

F. Reduced Density Gradient (RDG) and Non-Covalent 
Interactions (NCI)

The utilization of RDG and NCIs in scientific inquiry has 
introduced innovative methodologies for comprehending and 
dissecting subtle intermolecular forces. The NCI index serves 
as a pivotal tool for delineating intermolecular interactions 
and scrutinizing the attributes inherent to feeble molecular 
affinities. Calculated through the RDG method, the NCI 
index furnishes empirical substantiation in favor of NCIs. 
The RDG, a dimensionless parameter, amalgamates density, 

and its first derivative in its formulation, depicted by the 
following mathematical expression (Domingo, et al., 2002; 
Asath, et al., 2016; Boukabcha, et al., 2023).

RDG r r

r r

( )
| ( ) |

( )




 
1

2 3 2
1

3

4

3



 

Elaborating on this, the visually striking RDG scatter 
plots were generated through the utilization of the Multiwfn 
software (Lu and Chen, 2012), while the three-dimensional 
isosurfaces were visualized using the VMD software 
(Humphrey, Dalke and Schulten, 1996). The investigative 
NCI assessments were conducted employing an isosurface 
threshold of 0.5. It should be noted that the spectrum of the 
RDG isosurface ranges from −0.035 to 0.02 atomic units. 
The graphical representation of these molecular attributes is 
aptly illustrated in Fig. 8, portraying both the bi-dimensional 
reaction-diffusion grid (RDG) plots and their corresponding 
three-dimensional isosurfaces.

Significantly enhancing the characterization and 
quantification of molecular interactions is the graphical 
portrayal of the function ρ(r) with the sign of λ2. This 
determination of sign (λ2) bears substantial implications 
in predictive analyses. The negative sign of the second 
eigenvalue, signifying sign (λ2) ρ < 0, denotes an attractive 
interaction, often denominated as a bound interaction. In 
contrast, a positive sign of sign (λ2) ρ > 0 points to the 
existence of a repulsive interaction, specifically typifying a 
non-bonded interaction. Within the scatter graphs depicted in 
Fig. 8, the conspicuous spikes manifest distinct categorization 

Fig. 7. PEM and charge distributions for phenanthrene and its halogen-doped structures.
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contingent upon the values of sign (λ2) ρ. These spikes 
correspond to three distinct regions, each characterized by its 
distinctive hue: red, green, and blue. The red region denotes 
intense repulsive interactions, attributed to steric hindrances. 
In contrast, the green region signifies feeble attractive forces 
akin to van der Waals interactions. Notably, the blue zone 
is emblematic of substantial intermolecular associations, 
particularly robust hydrogen bonding (Saidj, et al., 2023).

Compared to other compounds, it is noteworthy that 
compounds containing fluorine exhibit a notably higher 

density of points on the graph. This observation suggests that 
the weak hydrogen bonds and van Der Waals interactions 
within these fluorine-containing compounds possess enhanced 
strength. This is visually clear when examining Fig.  8, 
where regions colored in red are prominently concentrated 
within the aromatic rings. This observation serves to show 
a steric effect, indicative of substantial repulsive interactions 
within these regions. In the same Fig.  8, the appearance of 
a green-colored isosurface associated with the phenanthrene 
compound offers intriguing insights. This distinct green 

Fig. 8. RDG analysis of studied compounds – weak and strong interactions.
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isosurface shows van Der Waals (vdW) interactions. This 
isosurface’s spatial arrangement within the phenanthrene 
compound points towards the existence of vdW interactions. 
In combination, these findings suggest a weak hydrogen 
bond interaction and supplementary contacts involving the 
two hydrogen atoms (H–H).

G. Drug Likeness
Assessing a compound’s drug-likeness stands as a pivotal 

pursuit, frequently accomplished using Molinspiration 
property values, harmonizing with Lipinski’s rule of five. This 
rule outlines that effective drugs generally meet designated 
thresholds: fewer than five hydrogen bond donors, less than 
ten hydrogen bond acceptors, molar refractivity between 40 
and 160, polar surface area under 140 Å2, molecular weight 
below 500, and fewer than ten rotatable bonds (Walters and 
Murcko, 2002;  Moore, et al., 2007; Arumugam, et al., 2013).

Table II showcases Molinspiration property values for 
diverse compounds, centered on phenanthrene and its halogen 
derivatives (+Cl, +Br, +F). These descriptors illuminate their 
hydrogen bonding potential, polarizability, and structural 
attributes. The compounds generally lack hydrogen bond 
donors, except for phenanthrene-fluorine, which exhibits 
hydrogen bond acceptor capability. Molar refractivity 
values subtly differ, implying variations in solubility and 
intermolecular interactions. Low polar surface area values 
align with expected low polarity and membrane permeability. 
Elevated molecular weights in halogenated compounds 
stem from halogen additions, and all compounds exhibit 
limited rotatable bonds, showing structural rigidity. These 
findings offer insights into these compounds’ structural traits, 
interaction capacities, and potential applications.

H. Natural Bond Orbital (NBO) Analysis
The chemical under study underwent an in-depth exploration 

of its NBO configuration. The primary goal was to understand 
the interplay between its Lewis and non-Lewis orbitals, 
utilizing the B3LYP/6–31G(d, p) theoretical methodology. In 
addition, NBO analysis was executed using the same theoretical 
framework to uncover intramolecular and intermolecular 
hydrogen bonding and the dispersion of π electrons across 
the molecule. Stabilization energy, a measure of delocalization 
interactions, was determined using second-order energy for 
individual donor and acceptor NBOs, along with associated 
E(2) values depicting electron delocalization between donors 
and acceptors (Ranjith, et al., 2022; Sumathi, et al.; Abbaz, 
Bendjeddou and Villemin, 2017; Villemin, Abbaz and 
Bendjeddou, 2018; Abbaz, Bendjeddou and Villemin, 2018).

E q E q F i jij i
j i

( ) ( , )2
2

 


∆
 

The symbol “qi” represents the occupancy of the donor 
orbital, while “εj” and “εi” denote diagonal elements, and 
“F(i,j)” signifies the diagonal NBO Fock matrix elements.

Table III presents a comprehensive Second Order 
Perturbation Theory Analysis of the Fock Matrix in NBO for 
Phenanthrene and its derivatives (+Cl, +Br, +F). The table 
elucidates the intricate interactions between donor and acceptor 

TABLE II
Molinspiration Property Values For The Studied Compounds

Phenanthrene

Descriptors Neutral +Cl +Br +F Expected 
range

Hydrogen bond donor (HBD) 0 0 0 0 <5
Hydrogen bond acceptors (HBA) 0 0 0 1 <10
Molar Refractivity 60.70 66.46 69.15 61.41 40–160
Polar surface area (PSA) 0 0 0 0 <140
Molecular weight 182.26 212.67 257.13 196.22 <500
Number of rotatable bonds 0 0 0 0 <10

TABLE III
Second-order Perturbation Theory Analysis of Fock Matrix in NBO 

for Studied Compounds

Phenanthrene (neutral)

Donor NBO (i) Acceptor NBO (j) E(2) kcal/mol E(j)-E(i) a.u. F(i,j) a.u.
π C1-C6 π* C2-C3 17.5 0.29 0.067
σ* C1-H7 σ C2-C3 4.48 1.07 0.062
π C2-C3 π* C1-C6 18.26 0.28 0.066
πC4-C5 π* C2-C3 17.64 0.29 0.067
π C11-C12 π* C2-C3 16.68 0.28 0.061
π C11-C12 π* C13-C14 14.49 0.28 0.061
π C11-C12 π*C17-C20 18.26 0.28 0.066
π C11-C12 π* C18-C19 17.85 0.28 0.065
π C17-C20 π*C11-C12 17.5 0.29 0.067
π C17-C20 π* C18-C19 18.4 0.29 0.066

Phenanthrene (+Cl)
π C1-C6 π* C4-C5 18.27 0.29 0.066
π C2-C3 π* C1-C6 18.04 0.28 0.066
σ C3-C4 σ* C2-C3 4.16 1.23 0.064
π C4-C5 π* C1-C6 18.74 0.29 0.066
σ C4-H8 σ*C2-C3 4.94 1.06 0.065
π C11-C12 π* C17-C20 18.86 0.27 0.067
π C11-C12 π* C18-C19 19.83 0.26 0.066
σ C12-C19 σ*C18 -Cl24 5.58 0.82 0.061
LP (3) Cl 24 π*C18-C19 12.56 0.34 0.062
π*C18-C19 π* C11-C12 253.27 0.01 0.082

Phenanthrene (+Br)
π C1-C6 π* C4-C5 19.4 0.28 0.066
σ C2-C3 σ* C2-C11 4.9 1.26 0.07
π C2-C3 π* C4-C5 18.13 0.27 0.066
π C2-C3 π* C11-C12 19.68 0.29 0.067
π C4-C5 π* C1-C6 19.82 0.28 0.067
π C4-C5 π* C2-C3 18.21 0.3 0.068
σ C11-C12 σ* C2-C11 4.97 1.27 0.071
σ C17-C20 σ*C18 -Br 24 5.26 0.79 0.058
LP (3) Br 24 π*C18-C19 10.27 0.31 0.054
π* C13-C14 π* C11-C12 230.06 0.01 0.08

Phenanthrene (+F)
π C1-C6 π*C4-C5 18.21 0.29 0.065
π C2-C3 π* C1-C6 18.02 0.28 0.066
π C2-C3 π* C4-C5 17.89 0.28 0.066
π C4-C5 π* C1-C6 18.86 0.29 0.066
π C4-C5 π* C2-C3 17.62 0.29 0.067
σ C4-H8 σ * C2-C3 4.94 1.07 0.065
π C11-C12 π*C17-C20 19.95 0.27 0.068
π C11-C12 π*C18-C19 17.44 0.27 0.063
π C17-C20 π* C18-C19 20.83 0.29 0.07
LP (3) F24 π* C18-C19 19.24 0.43 0.087

NBOs, showcasing E(2) values that represent significant 
stabilization energies, differences in energy (E(j)-E(i)) in atomic 
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units, and F(i,j) values in atomic units. Notably, Phenanthrene 
(+Br) demonstrates a remarkable stabilization energy of 
230.06 kcal/mol through the transition from π C11  -  C12 to 
π* C13  -  C14. The findings underscore that, while σ→σ* 
interactions generally possess lower delocalization energy, 
π→π* interactions dominate in this context. Resonance-
induced interaction energies (n-π∗) contribute substantively to 
the overall molecular stability, providing valuable insights into 
the intricate nature of these interactions.

I. Non-linear Optical (NLO) Properties
NLO materials hold significance in non-linear optics, 

affecting IT and industries. Optimized geometry through 
B3LYP/6-31G+(d,p) was statically analyzed. Initial static 
hyper-polarizability (βo), a 3D tensor, influences total dipole 
moment (μ_t), mean polarizability (αo), and starting hyper-
polarizability (Obot, et al., 2015, Ranjith, et al., 2022).

   t x y z  





2 2 2

1

2

� � � �t xx yy zz� � �� � / 3

β β β βt x y z   2 2 2
1 2/

β β β βx xxx xyz xzz  

β β β βy yy xxy yzz  

β β β βz zzz xxz yzz  

The substantial magnitude of a specific component of 
polarizability and hyper-polarizability signifies a notable 
dispersion of charge in specific orientations (Khan, et al., 
2021, Al-Shamiri, et al., 2022). The analysis of the NLO 
properties presented in Table IV provides insightful 
observations regarding various compounds (+Cl, +Br, +F) 
about the standard Urea benchmark. Notably, the dipole 
moment values for the investigated compounds consistently 
surpass that of Urea (μ = 1.3732 D), with the +Br derivative 
notably exhibiting a dipole moment of −2.16 D. In terms 
of polarizability, the results showcase phenanthrene’s 
heightened responsiveness to a positive inductive effect 
(+F), demonstrating a polarizability value of −95.53 a.u., 
while phenanthrene displays the lowest polarizability under 
a positive inductive effect (+Br) at −87.00 a.u. However, the 
calculated hyper-polarizability (βo) values for all compounds 
consistently fall short of the established Urea benchmark 
of 343.272×10⁻³³ esu. This collective finding suggests 
that the compounds may possess a limited potential for 
practical applications within NLO systems, causing further 
exploration. Importantly, the values provided in Table IV, 
initially reported in atomic units (a.u.), have been effectively 
converted to electrostatic units (e.s.u.) for improved clarity 
and comparison.

IV. Conclusions
This comprehensive computational investigation provides an in-
depth exploration of halogenated derivatives of phenanthrene, 
revealing their varied effects on molecular properties. Utilizing 
computational methods, the study examined electronic structure, 
reactivity, and complex behaviors. The interactions of halogens 
were highlighted through UV-Vis absorption spectra, NMR 
spectroscopy, PESs, and intermolecular interactions. In addition, 
the analysis of drug-likeness and NBO offered insights into the 
potential applications and intricate bonding patterns of these 
compounds. The investigation into NLO properties suggested 
practical applications as well. This journey culminated not only 
in theoretical insights but also in implications for fields such 
as medicine, environmental science, and organic electronics. 
The findings presented here enhance our understanding of 
halogenated phenanthrene derivatives and provide a foundation 
for further interdisciplinary research and applications.
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Abstract—Helicobacter pylori (Hp) is a spiral Gram-negative 
bacterium that causes gastritis and peptic ulcers. It has been 
identified as a risk factor for gastric cancer and has become a 
significant global health burden. This is further complicated by 
being associated with increasing the prevalence of Type 2 diabetes 
(T2D). The study aimed to evaluate the possible associations between 
Hp infection and T2D, as well as its impact on glycated hemoglobin. 
A 1:1 matching case–control study is conducted on 548 individuals 
with T2D as cases and 548 controls, and a 14C-urea breath test is 
used to determine the presence of Hp infection. All diabetic subjects 
are tested for glycated hemoglobin, and binary logistic regression 
analysis is used to evaluate the associations between Hp infection 
and T2D. The prevalence of Hp infection is higher among cases 
(58.94%) than control subjects (38.69%) (p < 0.001). A significant 
association is observed between Hp infection and T2D according 
to logistic regression analysis (OR = 2.275; 95% CI: 1.786-2.898; 
p < 0.001), and there is a significant association (p = 0.022) between 
glycated hemoglobin levels and Hp infection. Individuals infected 
with Hp had a higher-level glycated hemoglobin (7.84 ± 1.797) than 
Hp-negative individuals (p < 0.001). Hp infection is associated with 
elevated glycated hemoglobin levels. Type 2 diabetes is considered 
a risk factor for developing Hp infection.

IIndex Terms—14C-urea breath test, Case–control study, 
Diabetes mellitus, HbA1C, Helicobacter pylori

I. Introduction
Helicobacter pylori (Hp) is a gram-negative microaerophilic 
pathogen that causes gastrointestinal disorders such as 
chronic inflammation, gastric ulcers, and gastric cancer 
(Malfertheiner, et al., 2023). It was noted that chronic 
Hp infection is a significant contributor to cancer-related 
mortality on a global scale (Thrift and El-Serag, 2020). 
Up to 3% of individuals with Hp-infection develop gastric 
cancer (Uemura, et al., 2001). However, early detection of 
Hp-infection with accurate testing can help prevent this 
progression (Dore and Graham, 2022). In which the 14C-urea 

breath test was a reliable diagnostic tool for identifying 
active Hp-infections (Sabbagh, et al., 2019).

The Hp-infections affect more than half of the population 
worldwide, and their prevalence varies depending on 
geographical location, which recorded a higher rate of 
infections in developing regions than in developed countries 
(Li, et al., 2023; Shah, et al., 2024). However, the chronic 
metabolic disorder Type 2 diabetes (T2D) has been increasing 
and linked to various complications (Andrew and Adrian, 
2022), and the incidence has rapidly increased globally in the 
past three decades, particularly in developing countries (Lovic, 
et al., 2020; Liu, et al., 2022). In which individuals with T2D 
have increasing susceptibility to infections (Cooke, 2022) and 
become a significant risk factor for all types of infections 
when blood glucose levels are uncontrolled (Chávez-Reyes, 
et al., 2021). Moreover, individuals with T2D are more 
likely to have Hp infections compared to those without T2D 
(Kouitcheu Mabeku, Noundjeu Ngamga, and Leundji, 2020).

The exact mechanism by which Hp-infection might 
contribute to the development of diabetes is incompletely 
understood. One hypothesis states that Hp-induced chronic 
inflammation and release of inflammatory cytokines may 
increase insulin resistance and affect the pancreatic B cells, 
then reduce insulin secretion (Hosseininasab Nodoushan 
and Nabavi, 2019). Besides, Hp-infection can disrupt the 
composition and diversity of the gut microbiota, possibly 
affecting the host’s serum metabolism (Zang, et al., 2023). 
However, the findings on the association between Hp-
infection and T2D have yielded conflicting results. Several 
studies have revealed no significant link between Hp-
infection and T2D (Xia, et al., 2001; Tamura, et al., 2015; 
Man, et al., 2020). Others found a significant positive 
correlation between Hp-infection and T2D (Bajaj, et al., 
2014; Mansori, et al., 2020).

The correlation between T2D and Hp infection is still 
unclear and poorly understood. Thus, the relationship remains 
unclear and warrants further exploration. The impact of this 
research may result in the development of new prevention 
and intervention strategies for T2D and Hp infections. These 
strategies will improve patient outcomes, particularly in 
populations where these conditions are common. Therefore, 
the present study has been conducted to evaluate the link 
between T2D and Hp infection and the impact of glycemic 
control on this relationship.
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II. Materials and Methods
A. Study design and participants
A 1:1 matching case–control study in Erbil, Iraq, was 

undertaken from January 2020 to July 2022. The study was 
conducted on 548  cases and an equal number of controls 
attending private clinics in the same residential area by 
a convenience sampling technique. The case group was 
defined as individuals with T2D who were diagnosed by 
official documents indicating they have been having T2D 
for two years and excluded individuals who had Type  1 
diabetes. The control group was composed of 548 healthy 
non-diabetic individuals matching cases based on gender, 
age, and body mass index (BMI). Furthermore, the study 
excluded individuals who had a history of gastric surgery, 
used antibiotics or proton pump inhibitors in the past two 
months, smoked, were pregnant or lactating, or had any other 
chronic diseases that could potentially impact the results. As 
well, case–control pairs that were not matched were excluded 
from the data analysis.

Data were collected from both groups using a questionnaire 
that collected information on demographics. Height and 
weight measurements were taken for each participant, 
and their BMI was calculated by dividing their weight in 
kilograms by the square of their height in meters. To estimate 
glycated hemoglobin (HbA1c) levels, blood venous samples 
were withdrawn from participants with T2D into EDTA tubes 
and subsequently analyzed using the Roche Diagnostics 
Cobas analyzer.

B. Detection of Hp infection status
The 14C-urea breath test was used to detect Hp-infection 

status under the instructions provided by the manufacturer 
(Headway, China). Briefly, each participant swallowed a 
capsule containing 14C-labeled urea with 200  mL of water. 
After 15  min, a breath sample was obtained by blowing it 
into a collection card for 3-5  min. The presence of Hp was 
then determined by measuring the quantity of 14C-labeled 
urea within the breath sample using the Hp-detector 
(Headway, China).

C. Ethical approval
The study strictly adheres to ethical guidelines and 

obtains ethical approval from the Ethical Committee at 
Hawler Medical University. Before inclusion in the study, 
the participants provided their informed consent. Throughout 
the study process, data were consistently maintained, and 
participants were informed of their right to withdraw without 
facing any negative consequences. The use of a 14C-urea 
breath test is safe and involves minimal radiation exposure.

D. Statistical analysis
The statistical data analysis was conducted using SPSS 

software version  25.0 for Microsoft Windows. Descriptive 
statistics were used to summarize the characteristics of both 
case and control subjects. Logistic regression was applied to 
determine the odds ratio (OR) and 95% confidence interval 
(CI) to express the association between Hp-infection and T2D. 

Categorical data are provided as frequencies (percentages), 
while continuous variables are reported as means ± standard 
deviation (SD). The Pearson chi-square test was applied to 
analyze associations between categorical variables, and the 
t-test was applied to compare the mean values of continuous 
variables between groups. The p-value < 0.05 was considered 
statistically significant.

III. Results and Discussion
A. Results
Table I presents the baseline characteristics of the 1096 

subjects, comprising 548 individuals with T2D as the 
case group and 548 non-diabetic individuals as the control 
group. Of all participants, 509  (46.44%) were male, and 
587  (53.56%) were female. The participants had an average 
age of 60.48  years, with 39.60% between 55 and 64  years 
old, and 35.13% aged 65 or older. Approximately 69% of 
participants were obese, with a mean BMI of 32.77±4.01 for 
cases and 31.55±3.63 for controls.

Among all participants, 48.81% (535 out of 1,096) 
were identified as having Hp-infection based on the urea 
breath test. This prevalence was significantly higher (p < 
0.001) in participants with T2D (58.94%, 323 out of 548) 
compared to non-diabetic control subjects (38.69%, 212 out 
of 548). A  logistic regression analysis further confirmed the 
association between Hp infection and T2D (OR = 2.275; 
95% CI: 1.786–2.898; p < 0.001) (Table II).

A total of 535 individuals were infected with Hp, with 323 
in the case group (T2D individuals) and 212 in the control 
group. The prevalence of males was 45.82% (148 out of 
323) in the case group and 47.64% (101 out of 212) in the 
control group. Among the cases, 40.87% were aged 65 years 
or older, and 40.56% were aged 55 to 64 years, with a mean 
age of 61.76 ± 7.816  years. In the control group, the mean 
age was 60.60 ± 8.333  years. The majority (70.84%) of all 
Hp-infected individuals were classified as obese, with a mean 
BMI of 33.08 ± 3.936 in the cases and 31.40 ± 3.30 in the 

TABLE I
Baseline Characteristics of Individuals with T2D as the Case Group 

and Non-diabetic Control Groups

Characteristics Case group 
(n=548)

Control group 
(n=548)

All subjects 
(n=1,096)

Gender
Male 255 (46.53%) 254 (46.35%) 509 (46.44%)
Female 293 (53.47%) 294 (53.65%) 587 (53.56%)

Age groups (years)
35-44 9 (1.64%) 10 (1.82%) 19 (1.73%)
45-54 130 (23.72%) 128 (23.36%) 258 (23.54%)
55-64 214 (39.05%) 220 (40.15%) 434 (39.6%)
≥ 65 195 (35.58%) 190 (34.67%) 385 (35.13%)
Age (mean±SD) 60.57±8.313 60.39±8.471 60.48±8.389

BMI (kg/m2)
Normal (18.5–<25) 20 (3.65%) 19 (3.47%) 39 (3.56%)
Overweight (25.0–<30) 148 (27.01%) 154 (28.1%) 302 (27.55%)
Obese (30.0 or higher) 380 (69.34%) 375 (68.43%) 755 (68.89%)
BMI (Mean±SD) 32.77±4.012 31.55±3.629 32.16±3.872

BMI: Body mass index, HbA1c: Glycosylated hemoglobin
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controls. There were no statistically significant differences in 
the prevalence of Hp-infection based on gender, age, or BMI 
between the case and control groups (Table III).

Among the individuals with T2D who were positive for 
Hp, 55.72% (180 out of 323) had an HbA1c level of 7% or 
higher. In contrast, the rate was 45.33% (102 out of 225) in 
individuals with Hp-negative (Table IV). Statistical analysis 
using the Pearson Chi-Square test revealed a significant 
association between Hp-infection and HbA1c levels 
(p = 0.022). Moreover, the individuals with Hp-infection 
had slightly higher mean HbA1c levels (7.84 ± 1.797) 
compared to those without Hp-infection, and this difference 
is statistically significant (p < 0.001).

B. Discussion
An important issue is the growing coexistence of Hp 

infection and T2D, which poses a significant public health 
burden, particularly in developing countries (Hooi, et al., 
2017; Ren, et al., 2022; Ye, et al., 2023). The present study 
demonstrated an association between Hp-infection and T2D. 
The individuals with T2D and simultaneous Hp-infection 

showed a high value of HbA1c in comparison to those 
without Hp infection. The logistic regression analysis 
further confirmed this relationship and demonstrated that 
the individuals with T2D were 2.275  times more likely to 
be infected with Hp. Hence, this suggests a potential role of 
T2D in Hp acquisition, and this was in line with previous 
studies (Shi, et al., 2018; Chen, et al., 2019a; Bener, et al., 
2020). 

It has been reported that Hp infection can increase the risk 
of T2D in the Chinese elderly and middle-aged population 
(Zhou, et al., 2022). On the contrary, three previous studies 
reported no association between T2D and Hp-infection 
(Alzahrani, et al., 2017; Pyo, et al., 2019; Alias and 
Elkarsany, 2022). In my opinion, there are several reasons 
why different studies have reported varied results. Some 
of the critical contributors to these differences are due to 
different study designs and the inclusion of studied different 
populations. In addition, the diverse methods applied for 
the diagnosis of Hp infection may be a potential source 
for different results. In the current study, Hp infection was 
confirmed by a 14C-urea breath test that gave high sensitivity 

TABLE II
Binary Logistic Regression Analysis of the Association between Hp Infection and Type 2 Diabetes (T2D)

Hp status Case group (n=548) (%) Control group (n=548) (%) All subjects (n=1,096) (%) p-value* Logistic regression

OR (95 CI) p-value
Hp-positive 323 (58.94) 212 (38.69) 535 (48.81) <0.001 2.275 (1.786–2.898) <0.001
Hp-negative 225 (41.06) 336 (61.31) 561 (51.19)
*Pearson Chi-square. Hp: Helicobacter pylori, OR: Odds ratio, CI: Confidence interval

TABLE III
Characteristics of Individuals with Helicobacter pylori Infections in the Case (Type 2 Diabetes) and Control Groups

Characteristics Case group (n=323) Control group (n=212) All subjects (n=535) p-value*
Gender 0.68

Male 148 (45.82%) 101 (47.64%) 249 (46.54%)
Female 175 (54.18%) 111 (52.36%) 286 (53.46%)

Age groups (years) 0.272
35–44 2 (0.62%) 3 (1.42%) 5 (0.93%)
45–54 58 (17.96%) 50 (23.58%) 108 (20.19%)
55–64 131 (40.56%) 84 (39.62%) 215 (40.19%)
≥65 132 (40.87%) 75 (35.38%) 207 (38.69%)
Age (mean±SD) 61.76±7.816 60.60±8.333 61.30±8.038

BMI (kg/m2) 0.508
Normal (18.5–<25) 9 (2.79%) 5 (2.36%) 14 (2.62%)
Overweight (25.0–<30) 80 (24.77%) 62 (29.25%) 142 (26.54%)
Obese (30.0 or higher) 234 (72.45%) 145 (68.4%) 379 (70.84%)
BMI (mean±SD) 33.08±3.936 31.40±3.301 32.42±3.784

BMI: Body mass index, HbA1c: Glycosylated hemoglobin.
*Pearson Chi-square

TABLE IV
Association between Hp Infection and Glycated Hemoglobin (HbA1c) Levels in the Case Group (Type 2 Diabetes)

HbA1c levels Hp-positive Hp-negative Total

n (%) Mean±SD n (%) Mean±SD n (%) Mean±SD
Below 7% 143 (44.27%) 6.30±0.455 123 (54.67%) 6.06±0.534 266 (48.54%) 6.19±0.506
7–10% 139 (43.03%) 8.38±0.879 86 (38.22%) 7.90±0.738 225 (41.06%) 8.19±0.859
Above 10% 41 (12.69%) 11.36±0.682 16 (7.11%) 10.20±1.396 57 (10.4%) 11.03±1.063
Total 323 7.84±1.797 225 7.06±1.418 548 7.52±1.694
Hp: Helicobacter pylori, SD: Standard deviation. The Chi-square test demonstrated a statistically significant association between Hp infection and HbA1c levels (p=0.022). The t-test 
indicated significantly elevated mean HbA1c levels in Hp-positive individuals compared to those who were Hp-negative (p < 0.001)
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and specificity results (Chey, 2000). This test is considered 
more accurate and reliable than serological or stool tests as it 
directly identifies active Hp infection by detecting 14C-labeled 
carbon dioxide produced when bacterial urease breaks down 
labeled urea. In contrast to stool tests, which may yield false 
positives due to residual antigens after infection resolution, 
or serological tests, which detect long-lasting antibodies even 
after the infection has been eradicated (Talebi Bezmin Abadi, 
2018; Costa, et al., 2024).

The relationship between Hp infection and T2D cannot 
be confirmed due to the lack of enough evidence. Still, 
there are a few reasons that can be suggested to support this 
association. First, it has been shown that the immune system 
response in individuals with T2D is suppressed and they are 
more prone to Hp-infection (Daryabor, et al., 2020). Second, 
changes in glucose metabolism can result in alterations in the 
production of chemicals in the gastric mucosa and increase 
the colonization by bacteria (Martin-Nuñez, et al., 2021). 
Third, diabetic patients are more exposed to pathogens 
than healthy patients, possibly due to the great number of 
interactions with the healthcare environment (Toniolo, et al., 
2019). Fourth, diabetes reduces gastrointestinal movements 
and gastric acid secretion and increases colonization, 
overgrowth, and subsequent infections (Singh, et al., 2021). 
Diabetes also causes damage to the stomach lining, making 
it more susceptible to Hp colonization (Sharndama and Mba, 
2022).

The present study demonstrates a significant correlation 
between Hp-infection and elevated HbA1c levels. In addition, 
the T2D subjects with Hp infection had significantly higher 
median HbA1c levels compared to Hp-negative subjects. 
These results are consistent with the preceding studies (Wan, 
et al., 2020; Chen, et al., 2023). They support the hypothesis 
that Hp-infections are associated with T2D and raised 
HbA1c levels. Furthermore, a meta-analysis and systematic 
review that included 36 studies provided evidence that Hp-
eradication could improve HbA1c control (Song, et al., 
2021). On the other hand, HbA1c levels remained unchanged 
after Hp-eradication in T2D patients based on another 
study (Wada, et al., 2013). Moreover, a study observing 
high HbA1c levels could contribute to the susceptibility of 
Hp infection (Maluf, et al., 2020). A  meta-analysis report 
indicated a potential relationship between Hp infection and 
HbA1c level in diabetic patients (Chen, et al., 2019b). Those 
with both T2D and an existing Hp infection may require 
improved glycemic control. A cross-sectional study in Taiwan 
showed that eradication of Hp can decrease HbA1c levels 
and improve glycemic control (Cheng, et al., 2019).

The author concludes that Hp status may represent 
an aggravating factor of glycemic control in individuals 
with T2D and argues that individuals with diabetes should 
undergo screening for a status of Hp infection. Gender, age, 
and BMI have not been a factor in the relationship between 
Hp infection and T2D in the present study. However, further 
investigations need to investigate the role of BMI on the 
association between Hp infection and T2D, and the research 
should consider a broader range of factors and employ more 

robust study designs. In addition, more well-designed studies 
such as longitudinal and cohort studies need verification 
of the causal relations between Hp and T2D as well as to 
explore the biological pathways.

IV. Conclusion
The study revealed a definite association of T2D with Hp 
infection. Individuals diagnosed with T2D are at more 
risk for Hp infection than the control population, and the 
logistic regression analysis further proves this association. 
Furthermore, HbA1c was significantly increased in T2D 
individuals with positive Hp infection when compared with 
uninfected counterparts. This suggests that T2D and worse 
glycemic control might be important risk factors for Hp-
infection.
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Abstract—Improved speech encryption is needed for digital 
voice communications. Data security requires advanced encryption 
against cyberattacks. Traditional encryption may not be able to 
handle advanced threats or large datasets. This study uses chaotic 
system features to create a secure and adaptive digital audio 
encryption algorithm and enhances public audio encryption. 
Three hyperchaotic systems allow digital audio signal randomized 
encryption. The first system generates chaotic random integer 
numbers as keys, the second selects non-sequential indices to 
increase unpredictability, and the third randomly samples the 
digital audio signal and encrypts it through XOR operations 
with selected key, making it harder for intruders to learn the 
encryption pattern. The proposed system uses Diffie-Hellman 
key exchange for key agreement. We have tested and proven the 
efficiency of the proposed algorithm. The encrypted audio signals, 
achieving a Peak Signal-to-Noise Ratio (PSNR) of around −20 dB, 
exhibit high distortion, spectral complexity, very low correlation 
(round to zero), high entropy, and minimal time delay compared 
to other articles, making them resistant to decryption attempts by 
attackers. The system has a large key space of 1345 bits, and its 
randomized nature and extensive key space protect sensitive audio 
data in public communication channels, even with minor changes 
to hyper-chaos generators. The proposed algorithm represents a 
significant advancement in the field of digital audio encryption. 
The researchers have utilized chaotic systems to create a strong and 
flexible encryption system. This algorithm is suitable for military 
and medical communications that require a high level of audio 
data security.

Index Terms—Audio encryption, Chaotic sequences, 
Hyperchaotic systems, Key space, Randomized 
encryption.

I. Introduction
Digital audio systems are popular for their technical and 
practical benefits. Effective recording, storage, signal 
processing, and quality are available (Nguyen, et al., 2005). 

Digital audio works well with new technology, enabling 
interoperability. Its portability and storage enable high-quality, 
lossless data transfer over communication networks and 
efficient file storage on digital media. Due to these benefits, 
digital audio systems are preferable for communications, audio 
recording, and file storage. Digital speech encryption encrypts 
speech for privacy and security (Abdullah, et al., 2022; Hussein, 
Khashan and Jawad, 2020). Cryptographic methods render 
audio signals or speech data incomprehensible to unauthorized 
listeners. Only authorized recipients with decryption keys can 
decipher encrypted speech. Speech encryption uses digital 
signal processing, symmetric or asymmetric encryption, 
and secure key management (Dai, et al., 2022). Symmetric 
encryption uses a shared secret key for encryption and 
decryption (Ibrahim and Mohammed, 2022; Kumar Shrivasta, 
Bhatnagar and Pangaria, 2013), while asymmetric encryption 
involves a pair of public and private keys. The encrypted 
speech data are transmitted over secure channels or networks 
to prevent interception and eavesdropping. Encryption protects 
sensitive information exchanged during audio calls, conference 
calls, audio messages, or other verbal communication (Hassan, 
Al-Adhami and Mahdi, 2022).

A. Chaos-Based Audio Encryption
Audio encryption based on chaos utilizes chaotic 

systems and their properties to encrypt speech signals. 
Chaos theory studies complex and unpredictable behavior 
arising from simple non-linear dynamical systems (Nien, 
et al., 2007). Chaotic systems exhibit sensitivity to initial 
conditions (Ene, Pop and Lapadat, 2022), non-periodic 
behavior (Hasan, Mosleh and Abdulhameed, 2021), and 
deterministic randomness. In speech encryption based on 
chaos, chaotic systems generate encryption keys or transform 
the speech signal itself. The chaotic properties of the system 
introduce randomness and complexity, making it difficult for 
unauthorized individuals to decipher the encrypted speech 
(Sathiyamurthi, et al., 2018; Tolba, et al., 2018). Chaotic 
maps or flows, such as the logistic map or Lorenz system, 
generate pseudo-random numbers that can be encrypted 
using a chaotic encryption algorithm. These systems are ideal 
for encryption due to their randomness and starting condition 
sensitivity, and can withstand cryptographic attacks and 
cryptanalysis (Abdullah, Hreshee and Jawad, 2015; Mahdi, 
Jawad and Hreshee, 2016).
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B. The Primary Objective of this Article
The main aim of this research is to develop a secure and 

efficient audio encryption algorithm capable of protecting 
sensitive audio data transmitted over public channels. We 
intend to propose a solution that provides enhanced security 
and performance by examining the shortcomings of current 
techniques and exploiting the advantages of hyperchaotic 
systems.

C. The Specific Contributions of this Study Include
•	 A novel audio encryption algorithm based on three 

hyperchaotic Rabinovich systems
•	 A detailed analysis of the security and performance of the 

proposed algorithm
•	 A comparison of the proposed algorithm with existing 

techniques and future research directions.
By addressing these issues, this research contributes to the 

advancement of audio encryption techniques and enhances 
the security of digital audio communication systems.

D. Limitations
While the proposed algorithm offers significant 

improvements in security and efficiency, it is important to 
acknowledge its limitations. The computational complexity 
of the algorithm may increase with larger audio files. In 
addition, the security of the system relies on the secrecy 
of the initial conditions and parameters of the hyperchaotic 
systems. Because cryptographic algorithms use symmetric 
encryption, key management remains challenging and has 
limitations.

E. The Main Contributions
This study introduces a novel audio encryption system that 

utilizes three hyperchaotic systems based on the Rabinovich 
system to enhance the security of public communication 
channels. The proposed algorithm uses three hyperchaotic 
systems or one with different initial values and parameters. 
The first chaotic system generates chaotic random integer 
numbers (CRINs) between 0 and 65535  (216), the second 
selects a random index from the sequence of the first system, 
and the third selects digital audio samples (DAS) from the 
digitized audio signal. XOR the third chaotic selector selects 
DAS and CRIN bit by bit. Unlike traditional systems, the 
proposed encryption system uses random DAS numbers 
instead of sequential ones.

F. Paper Structures and Sections
The article is organized as follows: Starting with the 

abstract and section one for introduction, the literature review 
in the second section, and then defining chaotic systems and 
their types, especially the hyper-chaotic Rabinovich system 
in the third section, and then the encryption algorithm 
is explained in full steps in the fourth section. The fifth 
section describes the subjective and objective measurements 
used in the evaluation of cryptography are described. The 
sixth section contains the simulation results of encryption, 
decryption, and calculating the key space reached in this 

paper. The seventh section of the paper deals with the final 
conclusions.

II. Literature Review
There are many methods for audio signal encryption: Time 

domain scrambling (TDS), frequency domain scrambling, 
Two-Dimensional Scrambling Based on Time and Frequency 
(2DS), and Chaotic Masking (Abdullah, Hreshee and Jawad, 
2016). In (Hreshee, Abdullah and Jawad, 2018; Jawad, 
Abdullah and Hreshee, 2018), a secure communication 
system that is based on two levels of encryption, namely 
chaotic scrambling and chaotic masking, was proposed. In 
(Ouannas, et al., 2021), a secure communication method 
combines chaotic modulation, recursive encryption, 
and chaotic masking using backstepping control rules, 
synchronizing two hyperchaotic Lorenz systems with 
encrypted states, and recursive encryption techniques. In 
(Yousif, 2023), a comparison of the performance of the 
RSA and El-Gamal algorithms for the encryption and 
decryption of speech data were presented. In (Ameen and 
Hreshee, 2023), the security of encrypted audio based on 
elliptic curves and hybrid chaotic maps was investigated in 
the context of 5G networks. In (Qasim, 2023), a new audio 
encryption algorithm that is based on a hyper-chaotic system 
was proposed. In (Tomita, Okumura and Okamoto, 2023), 
a chaos-based radio encryption modulation system using 
LabVIEW, program-defined radio, and Universal Software 
Radio Peripheral demonstrated effectiveness in binary phase-
shift keying and information-theoretic and computational 
security. In (Ilyas, et al., 2022), the reconfigurable 4D 
Lorenz Hyperchaotic-based IoT device security core platform 
was proposed to secure real-time communication between 
embedded systems linked to networks using IoT standards. 
It is built using VHSIC Hardware Description Language 
architecture. In (Samimi, Majidi and Khorashadizadeh, 
2020), a safe communication system based on chaotic 
synchronization, an intelligent controller with a brain-based 
emotional learning architecture is presented. Emotional 
learning is applied to assess uncertainty and provide the 
correct information to the receiver. In (Gao, et al., 2022), 
the TDS can be hidden with the help of a suggested system 
that uses two optical dispersion components and an electro-
optic self-feedback phase modulation loop. In (Giap, Nguyen 
and Huang, 2021), a linear synchronization control strategy 
was implemented by converting Lorenz chaotic system-
based secure communication into Takagi-Sugeno fuzzy 
systems. (Zhang, et al., 2022) suggested that modified 
projective difference function synchronization (CMPDFS) 
of CVCSs might provide a safe communication method for 
wireless sensor networks while also addressing amplitude 
concerns. (Abdullah, et al., 2022; Abdullah, Hreshee and 
Jawad, 2015; Mahdi, Jawad and Hreshee, 2016) presented 
speech encryption based on chaotic masking by the Lorenz 
system and multiple methods to reduce the noise effect on 
the recovered speech signal at the receiver side. (Hussein, 
Khashan and Jawad, 2020) presented two stages of chaotic 
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masking based on Lorenz and Rossler systems and proposed 
a noise reduction scheme based on an analog-to-digital 
converter. In (Abdelfatah, 2020), self-adaptive scrambling, 
multi-chaotic maps, dynamic DNA encoding, and cipher 
feedback encryption are four independent audio encryption 
approaches used in the same framework to provide the 
described safe audio encryption. In (Pirdawood, Kareem 
and Zahir, 2023), the Laplace transformation is used in 
the framework that has been proposed for the purpose of 
audio encryption. In (Barua and Kabir, 2022), encryption 
and decryption of audio by changing properties and noise 
reduction was proposed. In (Sajaa and Al-Mothafar, 2024), 
it was proposed to perform an evaluation of the Rijndael 
algorithm for audio encryption using brute force attack is 
carried out.

III. Chaos and Hyper Chaos Definition and Types
Chaos signals are non-periodic, dynamic, and random 

signals originating from non-linear processes, controlled 
by ordinary differential equations (ODE) in an interactive 
system. These signals fluctuate in a limited, non-periodic, 
random-like manner, resulting in two-state variable motions 
or trajectories that are easily uncorrelated (Abdullah, et al., 
2022; Abdullah, Hreshee and Jawad, 2015; Khalid, et al., 
2019). Chaos can be classified into chaotic maps and chaotic 
flows, with chaotic maps being evolution functions that 
behave in some way. Discrete-time maps, such as Logistic, 
Duffing, and Henon maps, are typical representations of 
discrete maps. Chaotic-Flow systems, such as the Lorenz, 
Rössler, and Chua systems, are well-known chaotic flow 
systems with differential equations (Hussein, Khashan and 
Jawad, 2020; Mahdi, Jawad and Hreshee, 2016).

Hyper-Chaos is an autonomous continuous-time system 
(a part of chaotic flows) with at least four dimensions and 
two positive Lyapunov exponents (Alsaabri and Hreshee, 
2021; Shakir, Mehdi and Hattab, 2023). The Les for the 
Rabinovich system is (9.712, 1.457, −4.445, and −15.724), 
which indicates that it is a hyper-chaotic system. As a result, 
it gains from increased randomness and unpredictability, 
which is crucial in communication security. Fig.  1 shows a 
time series for all vectors and non-uniform 3D attractors of 
the studied HCRS. The following equations comprise the 
HCRS (Alsaabri and Hreshee, 2021):

2

x ry ax yz    
y rx by xz       
z dz xy w

w xy cw            


= − + = − − 
= − + + 
= + 









� (1)

Where (x, y, z, and w) are the state vectors, (r, a, b, c, and d) 
are the control parameters.

The HCRS is susceptible to slight changes in the control 
parameters or initial conditions, resulting in a significant 
difference in the system’s behavior. Fig.  2 illustrates the 
concept by showing the waveform in the time domain of the 
x(t) state after changing X0 and parameter C by 10-15.

IV. The Proposed Encryption and Decryption System
The proposed system (Fig. 3) uses three hyperchaotic systems 

to encrypt a digital audio signal. The system works as follows:
1.	 The first chaotic system generates a sequence of CRINs 

between 0 and (216–1). These numbers are then used to 
encrypt the digital audio signal.

Fig. 1. Time series (X, Y, Z, and W) vectors and 3D attractors (X, Y, and Z), (X, Y, and W) for the HRCS.
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2.	 The second chaotic system selects a random index from the 
sequence of CRINs generated by the first system to ensure 
that the CRINs used to mask the audio signal are not used 
in a predictable order.

3.	 The third chaotic system selects a random sample from the 
digital audio signal. This sample is then XORed with the 
CRIN chosen by the second system. This XOR operation 
encrypts the audio signal.

The proposed scrambling algorithm is described in the following 
steps:

Step 1. Initialization
This step establishes the three hyperchaotic systems’ 

initial conditions and parameters. These initial conditions 
and parameters greatly affect chaotic dynamics and random 
numbers. Different initial conditions and parameters produce 
different chaotic sequences, improving system security.

Step 2. Generating chaotic signals
The simplest numerical method used to solve the ODE of 

the Rabinovitch system is the Euler method (Sathiyamurthi, 
et al., 2018; Xu and Cao, 2020), as shown in the following 
Equation:

yn + 1 = yn + hf(x)� (2)

Where h represents a step size, usually a small value such 
as 0.001. Generating (X, Y, Z, and W) by the Euler method 
solving the Rabinovitch system given in (1), as shown in the 
following equations:
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Where (n) and (n + 1) are the present and the next state. 
This Equation will generate a number with a high correlation 
between adjacent chaotic samples.

Step 3. Addressing correlation and generating CRINs
This step addresses the high correlation between 

adjacent chaotic samples (CS), which can weaken the 
randomness of the generated sequence. Multiplying by 
a large number and taking the remainder helps decorate 
the sequence but might limit the possible values obtained. 
This step converts the continuous chaotic signal into 
a sequence of “Chaotic Random Integer Numbers” 
(CRINs) (Fig.  4) suitable for masking the audio samples. 
Modulo operation ensures the CRINs remain within a 
specific range (0–65535 in this case), allowing for efficient 

Fig. 2. Sensitivity to any slight change in initial values and control parameters.

Fig. 3. Block diagram of the proposed audio encryption model.



ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X�

238� http://dx.doi.org/10.14500/aro.11869

Fig. 4. The correlation between chaotic samples for original and random chaotic signals.

manipulation during encryption, as shown in the following 
equation:

RandVal = mod(x(n)*108), 216)� (4)

CRIN = round(RandVal)� (5)

Where: CS is Chaotic Sequences, and CRIN is a “Chaotic 
Random Integer Numbers” generated based on hyperchaotic 
signals.

Step 4. Sorting and indexing
Sorting the results from the second and third hyperchaotic 

systems introduces non-linearity and randomness into the 
selection process. Assigning new indices based on the sorted 
order further obfuscates the relationship between the original 
chaotic sequence and the selected indices (Fig.  5). In step 
4, we have n = 12 in our sequence. Thus, the new index 
representation is in Table I.
Step 5. Audio encryption

To encrypt audio, a DAS (Digital Audio Sample) based on 
a chaotic selection from the second and third systems XORs 
the CRINs from the first hyperchaotic system. The XOR 
operation encrypts audio data by masking it with random 
values, as shown in equation (6). After converting the 
digital encryption samples back to analog, we de-frame the 
encrypted frames to create an encrypted audio signal.

Encrypted = CRIN (CRS1) ⨂ DAS(CRS2)� (6)

Where CRS1 & CRS2: Chaotic Random Selectors from the 
second and third HCRSs.

Step 6. Audio decryption
Finally, on the receiver side, employing identical keys as 

those used in the transmitter (the same initial values and 
parameters) and obtaining similar results (CRINs, CRS1, and 
CRS2) from three HCRSs, the following equation governs the 
decryption process:

Decrypted (CRS2) = CRIN(CRS1) ⨂ Encrypted� (7)

V. The assessment of Audio Encryption Involves Both 
Subjective and Objective Testing

The proposed audio encryption scheme will undergo rigorous 
statistical tests and visual comparisons to assess its security and 
overall performance. Key metrics include mean squared error 
(MSE), PSNR, signal-to-noise ratio (SNR), correlation, entropy, 
number of pixels with a change in intensity, and unified average 
changed intensity. Visual comparisons include waveform, 
histogram, correlation, and FFT plots.

A. Correlation and Histogram Plots
The correlation figure represents the relationship between 

the Audio Sample (t) and Audio Sample (t + 1) by scattering 
plot. A  high relationship and correlation between the 
adjacent audio samples is in the clear or original audio. 
While, for encrypted audio, the relationship and correlation 
are neglected. The proposed system will change the audio 
sample values, changing the histogram of the encrypted 
audio, increasing the encryption strength of the proposed 
method (Tan and Zhou, 2010; Vaseghi, et al., 2021).
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TABLE I
The Output Random Indices Used as a Chaotic Random Selector

Output index 2 12 6 11 1 8 9 4 3 7 5 10

B. PSNR and MSE
The fundamental goal of every cryptographic method is to 

maximize the difference between ciphered and original data 
to withstand differential and statistical assaults. The MSE 
and the PSNR determine the difference between the original 
and recovered or ciphered audio signals. The mathematical 
description of MSE and PSNR can be found in equations (8) 
and (9). (Abood, et al., 2023; Belagali and Udupi, 2023; Hanif, 
et al., 2020; Majid Msallam and Fayez Aldoghan, 2023):

MSE
x
N
i i
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�
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�10

655352
log � (9)

Where x and y are the original and the encrypted or 
decrypted audio signal, NAS the number of audio samples.

C. Signal-to-Noise Ratio
The reconstructed signal exhibits greater quality and less 

distortion than the original signal, indicating potentially 
skewed or inaccurate data, necessitating subjective metrics 
(Elkamchouchi, Salama and Abouelseoud, 2020; Hreshee, 
Abdullah and Jawad, 2018). The formula of SNR is:

SNR log
x

x y
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10 10
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2
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( )
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Where x is the original audio signal and y is the audio 
signal that was encrypted or decrypted.

D. Correlation Coefficients
The correlation coefficient is used to obtain the similarity 

between two audio signals.
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( ) , x and y are the audio sample 

values of the original and the encrypted audio signal, 
respectively. When it’s 0, the audio signals are different (the 
original and the encrypted audio signals). If it’s 1, the 
encryption fails to obscure the original audio signal’s features 
(Min, Ting and Yu-jie, 2013).

E. Entropy
Information entropy analysis measures randomness and 

encryption quality by comparing the Entropy of original and 
cipher audio signals, calculated using a specific method.
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Where p(i) is the bit-valued I probability, for audio signals 
with 65536 audio levels (0–65535), the maximum Entropy 
equals 16, and it’s considered optimum randomness. Practical 
audio signal entropy is lower than maximal Entropy (Ahmad 
and Ahmed, 2010).

F. Root Mean Square (RMS) and Crest Factor (CF) Value
Calculating the average audio source amplitude or input signal 

standard deviation with a mean of zero yields the RMS value 
(Abdelfatah, 2020; Rahman, et al., 2020). CF is a waveform 
parameter calculated by dividing peak values by effective value 
(Abdelfatah, 2020). A higher CF indicates signal peaks, while a 
0 Db ratio indicates no peaks. Information is presented:

CF
V
V
Peak

RMS

= 20 10log � (13)

G. The Audio Signals that are used to evaluate the Proposed 
System

There are two types of audio signals that are used to 
evaluate the proposed system; the standard audio signal 
(audio signal (1) in Fig.  6) is used in these papers: 
(Abdullah, et al., 2022; Abdullah, Hreshee and Jawad, 
2015; 2016; Hreshee, Abdullah and Jawad, 2018; Hussein, 
Khashan and Jawad, 2020; Mahdi, Jawad and Hreshee, 

Fig. 5. (a) A high randomness numbers. (b) Generate random locations (steps 4 and 5).

a b
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TABLE II
The Objective Encryption Results of the Four Audio Signals

Audio PSNRDb SNRDb Corr. Entropy RMS CF Delay
Audio1 −21.137 −40.105 −0.0014 14.737 0.5776 1.7312 0.021 Sec
Audio2 −19.942 −39.262 −0.0075 14.743 0.5780 1.7301 0.020 Sec
Audio3 −20.009 −39.654 0.0008 15.821 0.5767 1.7341 0.083 Sec
Audio4 −20.851 −40.105 −0.0020 15.936 0.5769 1.7335 0.323 Sec

Fig. 6. Time series of the original audio signals.

2016), and recorded immediately with varying lengths 
(5, 16.6, and 6.5 s) and frequency sampling (8  kHz to 
44.1  kHz), respectively, as audio signals (2, 3, and 4 in 
Fig.  6). The comparison table uses the results from the 
audio signal (1).

VI. Simulation Results and Discussions
A. Encryption Results
The following Table II provides an illustration of the 

encryption results of the four audio signals based on the 
proposed algorithm.

According to Table II, The proposed encryption 
algorithm introduces high distortion to the signal, resulting 
in low-quality encrypted audio signals with PSNR values 
of −19.942 Db or less and SNR values of −39.26 Db, 
significantly different from the original audio signal. 
Furthermore, from Table II, The encrypted audio signal 
significantly differs from the original, making it difficult 
for eavesdroppers to recover without the encryption key. 
The Entropy values above 14.74–15.936 indicate that the 
encrypted signal is unpredictable, making it difficult for 
eavesdroppers to analyze and decrypt without the encryption 
key. The proposed algorithm can scramble and encrypt the 
audio signal, making it unintelligible to eavesdroppers. 
Furthermore, from Table II, The encryption algorithm is 
practical for real-time audio communication, with a mean 
delay of 5 MS for 1 s of encryption at 8,000  Hz and 18.5 
MS at 44,100  Hz. The encrypted audio signals have RMS 
and CF values of 0.57 and 1.73, respectively, indicating no 
statistical correlation between the original and encrypted 
signals. The analysis visually compares the characteristics 
of original and encrypted audio signals, showing 
waveforms, correlation plots, histograms, frequency domain 
representation, and color-coded illustrations of energy 
across frequencies over time exclusively for an encrypted 
signal.

From Figs.  7 and 8 the encrypted audio signals display 
negligible correlation between adjacent samples, contributing 
significantly to the system’s security. Histogram plots, 
revealing a flat distribution, underscore the randomness, 
and unpredictability introduced through encryption; this 
intentional obfuscation of signal patterns enhances resistance 

against cryptographic attacks. The FFT plots demonstrate 
a wide frequency range in the encrypted audio signals. 
This spectral complexity enhances the difficulty of signal 
analysis and attack, fortifying the encryption process against 
adversaries aiming to exploit specific frequency patterns or 
weaknesses.

B. Decryption Results
The following Table III provides an illustration of the 

encryption results of the four audio signals based on the 
proposed algorithm.

From Table III, The proposed encryption algorithm 
effectively recovers the original audio signal from the 
encrypted signal without distortion or noise, with minimal 
decryption delay. The decrypted signal’s quality is close to 
the original, with a MSE value of zero and a PSNR value 
of 94.5 Db, indicating accurate recovery and no significant 
alteration in the signal’s statistical properties.

The graphical encryption (subjective) results from 
Figs.  9 and 10 showed that the time plots showed the 
audio signal’s amplitude over time, and the decrypted audio 
signal was similar to the original. FFT plots revealed a 
similar spectrum to the original audio signal, with highly 
correlated correlation plots over time. The amplitude of the 
audio signal at time (t) is similar to time (t + 1), with points 
clustered around a line with a slope of 1. Decrypted audio 
signal histogram plots were typically bell-shaped, with most 
samples clustered around the mean value.

C. Key Sensitivity and Space
Key sensitivity refers to the difficulty in decrypting an 

encrypted signal if there is a change between encryption 
and decryption keys. Secure cryptosystems require large 
sensitivity; meaning only one key factor remains unchanged. 
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Fig. 7. Subjective encryption results for the 1st audio signal.

Even a small change in the initial condition of a key, such as 
1 × 10-15, cannot retrieve information from an attacker.

From Table IV and Fig.  11 notice that when we make a 
minimal change in any parameter or initial value in the 1st, 
2nd, or 3rd  HCS generators, the attacker cannot retrieve the 
audio initially stored. The key space of the proposed scheme 
used in this paper mainly depends on the five parameters 

Fig. 8. Subjective encryption results for the 3rd audio signal.

TABLE III
The Objective Decryption Results of the Four Audio Signals

Audio PSNRDb SNRDb Corr. Entropy RMS CF Delay
Audio1 93.717 79.541 1 12.293 0.0850 8.1785 0.018 Sec
Audio2 94.116 75.652 1 11.89 0.0882 8.3798 0.017 Sec
Audio3 96.684 74.472 1 12.31 0.0775 12.901 0.071 Sec
Audio4 93.001 73.748 1 12.396 0.0713 0.0713 0.323 Sec
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TABLE IV
The Decryption Results When Changing One Parameter or Initial 

Condition

Change one key PSNRDb SNRDb Corr. Ent. RMS CF

Δy1=+10–15 −20.851 −40.105 0.00043 15.935 0.5771 1.7329
Δr1=−10–15 −20.854 −40.108 −0.00007 15.941 0.5776 1.7312
Δc2=+10–15 −20.853 −40.107 0.0004 15.936 0.5769 1.7333
Δx2=−10–15 −20.848 −40.102 0.00055 15.935 0.5774 1.7320
Δw2=+10–15 −20.850 −40.105 0.00116 15.935 0.5775 1.7316
Δa3=+10–15 16.246 −3.008 0.00051 12.396 0.0713 9.1777
Δz3=+10–15 16.243 −3.011 −0.00031 12.399 0.0714 9.1778

[r, a, b, c, and d] and four initial conditions (x0, y0, z0 & w0). 
There are nine coefficients used in the system. The key space 
of this article is at least.

9
11 135

15 151

1 1   10
10 10

Keys for one HCS − −
 = = = 
 

 � (14)

All Keys for three HCS = (10135)3 = 10405� (15)

All Keys in Bits Representation = 21345 = 1345 bits� (16)

Fig. 9. Subjective decryption results for the 1st audio signal.

Fig. 10. Subjective encryption results for the 2nd audio signal.
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TABLE V
Comparing the Proposed Study with Previous Articles

Scheme Key space PSNRDb SNRDb Corr. Entropy Delay (Sec)
(Ameen and Hreshee, 2023) 510 bits 0.914 −27.81 ‑ 15.911 ‑
(Ameen and Hreshee, 2022) 500 bits 7.7596 −19.394 −0.0148 13.727 0.022
(Hassan, Al‑Adhami and Mahdi, 2022) 512 bits 12.881 7.020 0.4703 ‑ 0.050
El‑Gamal (Yousif, 2023)
RSA (Yousif, 2023)

‑ ‑ −35.56 0.0200 ‑ 0.0175
‑ ‑ −38.80 0.032 ‑ 0.0814

(Qasim, 2023) 420 bits ‑ ‑ 0.0167 7.9918 0.0687
(Abdelfatah, 2020) 928 bits 4.25 −38.02 0.0005 ‑ 0.0370
Our 1345 bits −20.84 −40.097 −0.0009 15.936 0.0210

Compare the key space of this article with the algorithms, 
as illustrated in Table V.

Table V shows that the suggested strategy has the greatest 
key space (1345 bits) and the strongest brute-force resistance. 
The proposal has the lowest PSNR (−20.84 Db) and the 
greatest negative SNR (−40.097 Db).

VII. Conclusions

Three hyperchaotic systems randomly encrypt digital audio 
signals, increasing security and reducing predictability. The 
system’s random selection and CRIN generation make it hard 
for intruders to guess next. Eavesdroppers cannot understand 
the audio signal because the algorithm scrambles and encrypts 
it. The proposed algorithm distorts encryption, highlighting 
the encryption strength-signal fidelity trade-off. The algorithm 
intentionally distorts audio for security. Correlation, histogram, 
and FFT plots show the algorithm’s effectiveness. Decryption 
yields the original audio signal with zero MSE, minimal 
distortion, and high PSNR values around 96 Db. Decrypted 
audio signal correlation plots show a high correlation with 

themselves over time, ensuring accurate signal recovery. 
Success in decryption and signal restoration is shown by 
bell-shaped histogram plots. These visual verifications prove 
decryption works. This encryption system is suitable for real-
time audio communication due to its low delay and consistent 
graphical encryption results. It is promising for secure 
communication environments that prioritize efficiency and 
security. The researcher’s recommendation for future work is to 
use artificial intelligence such as convolutional neural networks 
for chaotic behavior testing before the encryption process.
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Abstract—Petroleum is often regarded as one of the environmental 
hazards that pose the greatest threat to human health. After radiation, 
petroleum and all of its byproducts and wastes are considered to have 
the second-worst effect on the environment. Demonstrating fungal 
microbiomes that flourish on soil heavily polluted by petroleum 
and moderately contaminated soil samples, comparing them with 
uncontaminated soil samples from Taq-taq (TTOPCO) through 
metagenomic analysis through sequencing of the 18S-V4 region. 
Metagenomic analysis is conducted using high-throughput sequencing 
technology, targeting 18 subunit ribosomal ribonucleic acid amplicons 
through the Illumina-HiSeq platform. In general, an increase in fungal 
community richness and diversity is reported in soil contaminated with 
petroleum. This is determined by counting the number of operational 
taxonomic units, performing principal coordinate analysis, and 
calculating α (Chao1 and Shannon indices) and ß diversity. The 
composition of microbial communities is significantly altered by 
crude oil exposure. At the phylum level, there are considerable 
transitions between groups B and C for Ascomycota, Basidiomycota, 
Chytridiomycota, Olpidiomycota, Zoopagomycota, Cryptomycota, 
and Mucoromycota. In examining Group D relative to Group C, 
there are significant differences in Ascomycota, Basidiomycota, 
Chytridiomycota, Olpidiomycota, and Cryptomycota. This study is 
an important first step in determining and understanding the fungal 
population of soil extensively contaminated with crude oils of the 
Taq-taq/Kurdistan Region of Iraq.

Index Terms—Fungal community, Metagenomics, 
Operational taxonomic unit number, Statistical analysis, 
V4 18S rRNA gene.

I. Introduction
Contaminated soil resulting from spilled oil is one of the most 
serious ecological disasters, adversely affecting both marine 

and terrestrial ecosystems and incurring substantial economic 
losses. Moreover, oil spills are among the most prevalent 
natural catastrophes. Due to the toxicological properties of 
the oil’s components, oil spills provide possible health risks 
to both cleanup personnel and coastal people (Laffon, et al., 
2016). The Kurdistan Region of Iraq (KRI) is located north 
and north-east of the Arabian plate. The region is one of the 
oil-rich areas of Iraq (Shlimon, et al., 2020). One of the most 
significant fields in this region is the Taq-Taq oil field. As 
a result of factors such as an increasing worldwide demand, 
an expanding population, and widespread consumption 
of petroleum products, the petrochemical sector has been 
expanding at a steady rate and is continuing to contaminate 
both marine and terrestrial habitats (Ramadass, et al. 2018; 
Baoune, et al. 2019). Microorganisms use hydrocarbons 
as their only carbon source or modify them to reduce 
their toxicity. Most pathways in microbial hydrocarbon 
degradation transpire in aerobic circumstances; fungi 
possess the capability to break down polycyclic aromatic 
hydrocarbons. Bacteria metabolize hydrocarbons through 
specialized pathways, including alkane monooxygenase and 
dioxygenase, whereas fungi employ various hydrocarbons 
through non-specific enzyme complexes, such as cytochrome 
P450, lignin peroxidase, manganese peroxidase, and laccase 
that assist them to decompose lignin as well as cellulose 
(Asemoloye, et al., 2020). Molecular approaches to studying 
biodiversity may also be analyzed according to the kind of 
nucleic acid that was extracted (DNA or RNA) or using an 
analytical technique that is based on either partial or entire 
community analysis (Wydro, 2022). Microbial community 
analysis of contaminated soil with crude oils involves the 
study of the diverse array of microorganisms present in the 
soil and their response to oil contamination. Using advanced 
molecular techniques such as next-generation sequencing, 
researchers can identify and quantify the different microbial 
species present in the soil (Bonomo, et al. 2022). The field 
of metagenomics has revolutionized our understanding of 
microbial diversity by allowing researchers to investigate 
the vast array of non-cultivable bacteria and fungi that thrive 
in diverse environmental settings. Traditional cultivation 
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methods often fail to capture the full microbial diversity 
present in the environment. Metagenomics overcomes this 
limitation by directly sequencing the DNA of uncultured 
microorganisms, revealing valuable genetic information that 
can be harnessed for novel biotechnological applications 
(Chandran, Meena and Sharma, 2020).

In this study, our objective was to characterize and 
introduce the original surface fungal microbiome aerobically 
that was associated with crude oils and compare it with clean 
or control samples of the Taq-Taq (TTOPCO) oil field soil 
of the Kurdistan Region/Iraq through metagenomic analysis 
through sequencing of the 18S-V4 region. This provides 
valuable contributions to environmental restoration.

II. Materials and Methods
A. Sample Collection
Nineteen soil oil samples were collected from the asphalt 

seep at Koya City Taq Taq Operating Company (TTOPCO) 
in the KRI. Oil-contaminated soil samples were taken 
from three places in the seep on October 13, 2020, and a 
control soil sample was taken from the uncontaminated 
region. Table I lists the sample sites’ coordinates and related 
attributes. The samples were taken at 5–10 cm deep to obtain 
representative soil profiles for examination. To ensure proper 
handling and preservation, all the collected samples were 
carefully placed into sterilized polyethylene bags.

B. Fungal Detection and Identification from Soil Samples 
using Molecular Analysis

Nineteen soil samples were extracted for whole DNA 
using the DNeasy® Power Soil® Pro Kit (LOT 169043419/
Qiagen-Germany). Add 250  mg of soil in each PowerBead 
Pro tube, and add 800 µL of solution CD1 (lysis buffer) in 
the PowerBead Pro tubes. Then, increasing the vortex time 
to 20 min and letting the mixture sit at room temperature for 
an hour, then following the kit protocol, after following all 
the steps, the eluted DNA was quantified using a Nanodrop 
spectrophotometer (Nano Drop Spectro 117  432-UK) for 
evaluating the concentration of DNA. For metagenomic 
analysis, total DNA that was extracted from all nineteen soil 
samples was sequenced at BGI Sequencing Centre Hong 
Kong/China. The outcomes of library construction were 
displayed. Eighteen samples were passed successfully with 
50,000 tag numbers for 18S-V4 with SILVA_18S. 30  ng of 
qualified DNA template and the 18S rRNA fusion primers 
are added for polymerase chain reaction (PCR). All PCR 

products are purified by Agencourt AMPure XP beads. These 
beads were dissolved in the elution buffer, and the resulting 
mixture was used to complete the library construction 
process. Subsequently, the library size and concentration 
were determined using the Agilent 2100 Bioanalyzer. Only 
libraries that met the required criteria were selected for 
sequencing on the HiSeq 2500 platform (PE300), based on 
their insert size.

C. Bioinformatics Analysis Workflow
Raw data were filtered to generate high-quality clean reads 

(Fadrosh, et al., 2014) with truncated reads whose average 
phred quality values are lower than 20. Then, those whose 
lengths are 75% of their original lengths after truncation, 
contaminated by adapter sequences (Martin, et al. 2011), 
ambiguous bases (N bases), and low-complexity reads 
should be removed. Paired-end reads were merged using Fast 
Length Adjustment of Short reads (v1.2.11), with a minimum 
overlapping length of 15  bp and a mismatching ratio of the 
overlapped region of ≤0.1 (Martin, et al., 2011). After which 
clean reads that can overlap with each other are merged to 
tags and further clustered to Operational Taxonomic Units 
(OTU) with USEARCH (v7.0.1090): OTU are a unified 
marker for analyzing a taxon unit (seven taxonomy levels) 
(kingdom, phylum, class, order, family, genus, and species). 
Software used for statistics: USEARCH (v7.0.1090) (Edgar 
2013) and UCHIME (v4.2.40) (Edgar 2011).

III. Results and Discussions
The following fungus genera were discovered by 

molecular techniques using the same soil samples used for 
metagenomic analysis: Group A included Aspergillus lentulus 
28S ribosomal RNA (accession number XR 004500616.1). 
Group  B included Aspergillus fellis strain FM324 
chromosome 3 (accession number CP066505.1), Aspergillus 
luteonubrus strain MST FP2246 (accession number 
MT196912.1), and Aspergillus arizonicus isolate CCF 5341 
(accession number OK321187.1). Group C included Rhizopus 
arrhizus strain SC49B03 (accession number MW113537.1) 
(Srwa, Taha and Ayad, 2023).

A. Taxonomic Profiling of Fungal Population
The whole DNA extraction was carried out on each 

sample on an individual basis. It was found through the 
creation and analysis of 18S rRNA sequencing libraries 
that the entire complete genome DNA was used for library 

TABLE I
Soil Samples and Sampling Locations

Groups of soil samples Given numbers Location of the samples Coordinate (°N, °E)
A 1,2,3,4 Oil and water mixed samples were collected from an area close 

to the drilled pool of oil at the Taq‑taq oil field.
35? 40' 33" N
44? 31' 30" E (Sardar and Dler, 2017)

B 5,6,7,8,9 Underlying and flanking region of the Taq‑taq asphalt seep flow.
C 10,11,12,13,14 Control: Ten meters away from site Group B, it had not been 

contaminated by oil spills. 
D 15,16,17,18,19 Transportation area where the soil was contaminated with spilt 

oil was 20 m away from site number two.
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construction, and the findings showed that every single one 
of the 18  samples was able to pass profitably. Then, raw 
data are filtered, clean data are created, after which clean 
data are merged with tags and further clustered to OTU. 
The preprocessing of the 18S amplicon sequences produced 
a total of 1296 OTUs. Table II, which were comprised of 
1163942 paired reads, respectively, and with the connect 
tag number ranging from 69129 to 64147 Table III, which 
included the control samples as well as the results, showed 
that for Group A soil samples, there were 110 OTU numbers 
with 137189 tag numbers out of three subsamples, 524 OTU 
numbers for Group B soil samples with 246320 tag numbers 
out of five subsamples, the soil samples from Group C have 
188 OTU numbers and 249182 tag numbers out of five 
subsamples, whereas the soil samples from Group  D have 
447 OTU numbers and 248661 tag numbers out of five 
subsamples, as shown in Table II. The soil sample from 
Group  B, which had been long-term contaminated with 
crude oil, had a higher number of OTUs when compared 
to both the clean soil samples used as a control and other 
crude oil-contaminated samples. While the soil sample from 
Group  C, which was uncontaminated, had the most diverse 
tag number when compared to the other groups. And the 
results showed that out of 475 OTUs, 46 OTUs were related 
to the kingdom of fungi, while the remaining were other 
eukaryotes.

B. OTU Abundance Table/OTU Analysis/OTU Venn Map
The results of the OTU analysis presented on the samples 

achieved from oil-contaminated soil and clean soil are shown 
in the following diagrams. Fig. 1 Venn diagram OTU shows 
specific number of OTU in each group, and samples (A, B, 
C, and D) were displayed (9, 178, 6, and 108), respectively, 
while overlapping OTUs for each group sample with other 
groups (A, B, C, and D) was shown to be 66, 157, 99, 
and 141, respectively. Thus, the results of the diagram and 
statistical analysis showed that the region with the largest 
concentration of OTU 18S fungal communities was the 
area corresponding to Group  B’s soil sample, which was a 
long-term oil-contaminated soil sample. Group  D, which 
consisted of an area that had been contaminated by spilled 
crude oil, came next after Group  B. The findings from the 
study conducted by Galitskaya, et al. (2021) align closely 
with the outcomes of the current study. Their investigation 
demonstrated the utility of Venn diagrams in comparing 
OTUs across samples or subgroups. These diagrams serve 
to illustrate the extent of similarity and overlap in OTU 
compositions among various environmental samples.

As a result, Galitskaya’s work indicated that 25% (samples 
D and C) to 43% (sample S) of fungal OTUs were unique to 
each sample, with only approximately 45% being consistently 
present across all samples. This discrepancy could potentially 
stem from the stronger associations between soil fungi and 
plant communities compared to the relationships between 
plants and bacteria within the bulk soil (Mueller, et al. 2014; 
Sun, et al. 2017).

C. Diversity Analysis across Distinct Locations

Alpha diversity assessment
The evaluation of species diversity within a sample, known 

as alpha diversity, can be evaluated through various indices, 
including the observed species index, Chao index, ACE index, 
Shannon index, Simpson index, and the Good-coverage 
index. The outcomes of this analysis demonstrated distinct 
p-values for the 18S fungal community, which were 0.261 
for Groups A, B, C, and D combined. Furthermore, a higher 
value of the Good-coverage index signifies a lower count of 
undiscovered species in samples among Groups B, C, and D, 
with p-values of 0.171 as shown in (Fig.  2 and Table IV). 
In the realm of statistical analysis for alpha diversity, the 
18S data indicated peak diversities within soil Group  B 
(14.62) followed by Group  D (13.16). The richness value 
for 18S, soil group  B, exhibited greater richness (sobs = 

TABLE II
OTU Statistics

Sample name Tag number OTU number
A1 49917 35
A2 39087 28
A3 48185 47
B5 49625 60
B6 49028 195
B7 49414 101
B8 48748 106
B9 49505 62
C10 49835 41
C11 49913 37
C12 49891 42
C13 49602 32
C14 49941 36
D15 49819 83
D16 49502 72
D17 49747 53
D18 49811 63
D19 49782 176

TABLE III
Alpha Diversity Results

# Alpha Mean (A) SD (A) Mean (B) SD (B) Mean (C) SD (C) Mean (D) SD (D) p‑vaule
sobs 36.66 9.609 104.8 54.75126 37.6 4.037 89.4 49.661 0.005
chao 43.8 15.661 127.71 69.81464 47.45 11.023 105.835 46.765 0.011
ace 51.40 24.355 128.15 66.59791 49.400 13.044 118.056 48.220 0.021
shannon 2.01 0.367 2.92 0.42379 1.817 0.770 2.634 1.134 0.052
simpson 0.19 0.065 0.119 0.06738 0.261 0.171 0.192 0.251 0.261
coverage 0.99 0.00009 0.999 0.0002 0.999 0.0001 0.999 0.0001 0.170
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524.000000). In addition, the Simpson index of diversity 
showcased its lowest value. The Simpson index’s nadir was 
evident in the subsamples of Group  B (B8 = 0.035294) and 
the subsamples of Group  D (D19 = 0.027964), as presented 
in Table V. The average and standard deviation of alpha 
diversity were computed for each group. A significance level 
of p < 0.05 indicates noteworthy variations in alpha diversity 
between at least two groups, underscoring meaningful 
distinctions in species diversity across these groups. This 

outcome potentially suggests that over an extended period of 
contamination, native microorganisms have acclimatized to 
thrive within this environment. These microorganisms have 
seemingly evolved to effectively harness total petroleum 
hydrocarbons (TPH) as their exclusive carbon and energy 
source.
Beta diversity analysis
a.	 Heatmap and Bray-Curtis distance: A  heatmap depicting 

the beta diversity index was generated for 18S datasets. 

Fig. 2. Boxplot of alpha-diversity.

Fig. 1. OTU Venn diagrams.
The Venn diagrams illustrate the distribution of Operational Taxonomic Units (OTUs) among different groups/ samples. Each group/sample is visually 

distinguished by a unique color fill. The numerical values within the distinct, non-overlapping regions represent the count of OTUs exclusive to each specific 
group/sample. Conversely, the integers within the intersecting regions indicate the quantity of OTUs that are shared among multiple groups/samples.
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TABLE IV
TAGS Connection for Overlapped Paired‑End

Sample name Total pairs 
read number

Connect tag 
number

Connect 
ratio (%)

Average 
length and SD

A1 68156 67440 98.95 370/21
A2 39140 39097 99.89 383/12
A3 68278 67327 98.61 383/16
B5 50451 50393 99.89 377/13
B6 72504 72269 99.68 399/24
B7 68407 67491 98.66 380/11
B8 62954 62279 98.93 378/9
B9 54163 54101 99.89 385/7
C10 68233 67408 98.79 377/11
C11 68206 67309 98.68 384/6
C12 60593 60546 99.92 385/10
C13 74302 74226 99.9 381/8
C14 68545 67677 98.73 378/4
D15 67606 66706 98.67 385/12
D16 68171 67252 98.65 386/8
D17 68108 67193 98.66 389/4
D18 68520 67601 98.66 381/8
D19 67605 66503 98.37 391/17

TABLE V
Statistical Table of Alpha Diversity

Sample name Sobs Chao Ace Shannon Simpson Coverage
A1 35 42.2 45.678 1.770 0.216 0.999
A2 28 29 30.417 1.831 0.241 0.999
A3 47 60.2 78.109 2.436 0.117 0.999
B5 60 60 60 2.757 0.147 1
B6 195 195.55 196.712 2.579 0.207 0.999
B7 101 112 112.900 2.710 0.136 0.999
B8 106 206 199.028 3.649 0.035 0.999
B9 62 65 72.117 2.930 0.071 0.999
C10 41 45 47.270 1.877 0.193 0.999
C11 37 53.5 51.937 1.475 0.321 0.999
C12 42 43.5 44.410 2.652 0.131 0.999
C13 32 33 33.885 2.377 0.126 0.999
C14 36 62.25 69.500 0.703 0.534 0.999
D15 83 106 111.681 2.631 0.113 0.999
D16 72 81 80.971 3.058 0.062 0.9997
D17 53 62.1 68.121 0.889 0.650 0.999
D18 63 96 142.061 2.575 0.106 0.999
D19 176 184.076 187.447 4.019 0.027 0.999

The Bray-Curtis distance, a widely employed index for 
evaluating dissimilarities between two communities, was 
employed. This index’s range spans from zero to one, with 
zero indicating an exact similarity in community structure, 
as illustrated in the accompanying histograms. Among the 
18 soil samples analyzed for the 18S dataset, each sample 
showcased dissimilarity with other subsamples, with 
values deviating from zero. Notably, soil subsample A1 
demonstrated pronounced similarity only with subsamples 
A3, A2, and B5, while markedly differing from subsamples 
D16, D17, and D19, as depicted in Fig. 3a.

The research conducted by Galitskaya et al. (2021) 
employed NMDS analysis of fungal communities in three 
soil samples contaminated with crude oil, confirming that 

the original fungal communities of the three soils exhibited 
more significant differences from one another than the 
bacterial communities and that the fungal communities of the 
unpolluted soils underwent substantial alterations over time. 
The primary explanation for the lack of a unified response of 
the fungal communities in the three distinct soils to petroleum 
contamination was likely these disparities. Non-metric 
multidimensional scaling indicated that the successions of 
fungal communities in contaminated soil varied based on the 
duration of crude oil contamination.
b.	 The samples clustering tree displayed the arrangement of 

the 18 soil samples into four primary clusters representing 
diverse soil fungal communities. The Bray-Curtis cluster 
tree indicated the grouping of branches was corresponding 
to B6, B7, B5, A1, A3, and B8, as well as the clustering of 
branches corresponding to D17, C12, and C13, and finally, 
the clustering of branches was corresponding to A2, C10, and 
C14. Similar fungal populations were observed within these 
groups, characterized by shorter branch lengths. Conversely, 
sample D19 stood apart from the fungal communities of the 
other D samples, as evidenced by its extended branch length, 
as depicted in Fig. 3b. The study conducted by Gałązka et al. 

Fig. 3. (a) Heatmap beta-diversity. (b) Sample clustering tree for beta-
diversity.

(a) This figure showcases a heatmap depicting the beta diversity indices. 
A larger index value corresponds to a more pronounced dissimilarity 

between samples. (b) This figure displays the results of sample clustering 
analysis. Samples belonging to the same group are depicted with 

identical colors, and shorter branch lengths or closer distances between 
samples indicate a higher degree of similarity.

a

b
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(2018) demonstrated that soil samples directly obtained from 
oil wells exhibited the highest levels of biological diversity, 
as quantified by the Shannon–Weaver index. This discovery 
aligns with the outcomes of a previous investigation. In 
a study by Zhang, Ju and Zuo (2018), the metagenomic-
based phylogeny of isolated strains predominantly placed 
them within the Ascomycota phylum, with a few isolates 
belonging to Basidiomycota.

D. Correlation Analysis/Species-Specific Spearman 
Coefficients

We conducted a comprehensive investigation of 
correlations among fungal species (18S), separating 
connections of significance:
(1)	 The Saccharomyces cerevisiae group (C) demonstrated the 

highest abundance of this species. It displayed correlations 
with Chaetomium globosum (1) and Yarrowia lipolytica 
(1), both of which were most abundant in groups C and A, 
respectively. However, Saccharomyces cerevisiae exhibited 
no correlation with Pichia kudriavzevii (0), which were most 
abundant in groups (C). Pichia kudriavzevii, this species 
showed a notable association with Yarrowia lipolytica (1) 
and Albugo laibachii (1), while lacking any connection with 
Saccharomyces cerevisiae (0).

(2)	 Chaetomium globosum: Significant connections were 
observed with Saccharomyces cerevisiae (0.7) and Albugo 
laibachii (1). It also had a modest correlation with Pichia 
kudriavzevii (0.1) but a negative correlation with Yarrowia 
lipolytica (−0.2), as depicted in Fig. 4. These correlations 
clarify complicated interplays among species within various 
groups, providing valuable insights into the ecological 
dynamics of the studied communities.

E. Species Abundance/Species Composition and Abundance
To brilliantly illustrate the absolute diversity of fungal 

species within various soil samples, along with their 
respective composition and distribution, our study employed a 
multifaceted approach. This included the utilization of species 
abundance bar plots. This graphical representation provides 
an insightful visual of the relative abundance of different 

species within the soil samples. Fig.  5 presents an attractive 
view, showcasing the top 15 most divergent eukaryotic phyla 
depicted in the annotated phylum barplot. This elucidates the 
fungal population profiles at the phylum level, highlighting 
remarkable variations. Our findings reveal noteworthy shifts 
in fungal phylum abundance between Group B and Group C; 
we observed significant abundance differences, with shifts in 
Other (48.47% vs. 38.89%), Ascomycota (2.76% vs. 21.26%), 
Basidiomycota (3.78% vs. 0.348%), Chytridiomycota 
(2.193% vs. 0.961%), Olpidiomycota (0% vs. 0.0081%), 
Zoopagomycota (0.084% vs. 0%), Cryptomycota (0.0154% 
vs. 0%), and Mucoromycota (0.018% vs. 0%). In exploring 
Group  D in comparison to Group  C, we noted substantial 
differences in Other (58.24% vs. 38.89%), Ascomycota 
(0.350% vs. 21.26%), Basidiomycota (0.175% vs. 0.348%), 
Chytridiomycota (0.033% vs. 0.961%), Olpidiomycota 
(0.357% vs. 0.0081%), and Cryptomycota (0.003% vs. 0%) 
Table VI.

In support of our fungal microbiome findings, Wang, 
et al. (2021) analyzed 18S rDNA sequencing data of fungal 
microbiomes in Ecopile soils. Their analysis revealed 
that approximately 55% (range 48–64%) of sequence 
reads could be attributed to the fungal kingdom, while the 
remaining sequences were assigned to various eukaryotic 
soil organisms. The majority of fungal reads (an average 
of 70%) were assigned to the Ascomycota phylum, while 
other fungal phyla were also identified. At the genus level, 
they identified 145 different fungal genera, with Ascomycota 
and Basidiomycota being prominent members of the fungal 
community.

F. Methods for Differential Species Composition Analysis
In this section, principal component analysis (PCA) was 

employed for assessing differences in species composition 
between two sites or two groups. The results revealed 
a robust correlation between two key variables, which 
are represented along the X and Y axes as PC1 and PC2, 
respectively. PC1 and PC2 account for 26.49% and 22.22% 
of the variance, respectively, Fig.  6. This analysis also 
delineates discrete taxonomic groups associated with each 
site, confirming the significant divergence in environmental 
conditions between Groups A and B, which are horizontally 
separated from each other. In addition, Group  C is notably 
distant from the other groups, further emphasizing the 
distinct environmental conditions of Group  D when 
compared to the rest.

These collective studies offer valuable insights into fungal 
community structures in various environmental contexts, 
contributing to our understanding of microbiome dynamics 
and adaptation to contaminants. Numerous studies have 
consistently reported higher fungal diversity in contaminated 
soils compared to control soils, as documented in studies 
by Deshmukh, Khardenavis and Purohit (2016) and 
Borowik, et al. (2019). These combined findings provide 
a comprehensive understanding of the fungal community 
in different soil environments, shedding light on their 
composition and diversity.

Fig. 4. Species spearman coefficients analysis.
The map shows the correlation between the species level (relative 

abundance >0.5%). The darker the color, the stronger the correlation 
between species.
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TABLE VI
Groups Barplot Statistical Analysis

Taxon A A% B B% C C% D D%
Mucoromycota 0 0 0.000182 0.0182 0 0 0 0
Cryptomycota 0 0 0.000154 0.0154 0 0 0.00003 0.003
Zoopagomycota 0 0 0.00084 0.084 0 0 0 0
Olpidiomycota 0 0 0 0 0.000081 0.0081 0.00357 0.357
Chytridiomycota 0.000262 0.0262 0.021938 2.193 0.009619 0.961 0.000337 0.033
Basidiomycota 0.027334 2.733 0.037873 3.787 0.003487 0.348 0.001753 0.175
Ascomycota 0.204608 20.460 0.027663 2.766 0.212647 21.26 0.003502 0.3502
Other 0.633286 63.328 0.484723 48.47 0.388980 38.89 0.582459 58.24

Fig. 6. Species principal component analysis.
Points depicted in various colors and shapes represent samples collected 

from distinct environments or conditions.

IV. Conclusion
Employing high-throughput sequencing technology, we 
investigated the soil microbial diversity through the analysis 
of 18S amplicons on the Illumina-HiSeq platform. The 
results illuminated significant shifts in fungal community 
structures within long-term crude oil-contaminated soil; this 
manifested in the emergence of distinct fungal groups. As 
well as underscores the resilience of soils, even in the face 
of extensive petroleum contamination. This vital insight 
holds the potential for exploitation in large-scale oil spill 

clean-up initiatives, reaffirming the importance of harnessing 
the natural capacity of microbial communities to mitigate 
environmental hazards.
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Abstract—This research demonstrates that deep eutectic solvents 
(DESs) can eliminate sulfur compounds, which are corrosive and 
carcinogenic species, from model petroleum products through 
liquid-liquid extraction. Several monoprotic acids, including 
formic acid and acetic acid, are used to make DESs, along with 
1-butyl-3-methylimidazolium chloride (BmimCl) as a hydrogen 
bond acceptor. These DESs are used for the first time to remove 
sulfur compounds (thiophene and dibenzothiophene) from an 
alkane as a model hydrocarbon (n-octane), which is used instead 
of crude oil as the latter contains a variety of species, including 
nitrogen compounds, hydrocarbons, and oxygen. The optimal 
parameters for the removal of sulfur are discussed, including 
the extraction temperature, reaction time, and mass ratio of 
DES to the model hydrocarbon, whilst the regeneration of DESs 
is also considered. H2O2 and iron oxide (Fe3O4) are also used as 
nanoparticle (NP) catalysts to enhance the sulfur removal process. 
Several characterization methods, including scanning electron 
microscopy, Fourier transform infrared, energy dispersive X-ray, 
and transmission electron microscopy, are used to determine the 
structural characteristics of the Fe3O4 NPs. The results show that 
acetic acid, as a monoprotic acid-based DES, is able to remove more 
than 86% of the sulfur molecules from model petroleum products 

when the mass ratio of DES to model petroleum products is 2:1, 
at 30°C and within 60 min. This research provides an important 
opportunity to advance our understanding of the role of DESs 
in removing carcinogenic and corrosive particles in industrial 
processes.

Index Terms—Air pollution, Desulfurization, Deep 
eutectic solvents, Model petroleum, Solvent extraction

I. Introduction
With the rapid increase in the worldwide population, the 
consumption of fuels is very likely to show a commensurate 
increase itself. Therefore, it is vital to utilize a fuel with 
minimal health and environmental hazards. Consequently, we 
must employ a technique to obtain a fuel of superior quality, 
such as through enhancing the octane number of petrol 
(Qader, et al., 2021). With the present rate of progress in 
today’s world, petroleum refineries should be able to produce 
more environmentally friendly fuels because of the unwanted 
and dangerous emissions currently related to their usage 
(Kiran, et al., 2019; Zhang, et al., 2017). Desulfurization 
of fuel plays a crucial role in the refining of crude oil. 
Hydrodesulfurization (HDS), which is commonly used in 
industry, is ineffective with regard to extracting complex-
structured sulfur and aromatic compounds; thus, researchers 
have been using different methods as alternatives to 
desulfurization via this method (Gao, et al., 2018). Recently, 
Adsorption, oxidation, bioprocesses and ionic liquids (ILs) 
have been used as extractants and catalysts to reduce sulfur 
in diesel fuel as alternative manners to HDS. In addition, 
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electrochemical photo-oxidation was used to minimize sulfur 
in diesel fuel, which represents an eco-friendly process. 
The authors converted sulfur compounds to more polar 
compounds like sulfones or sulfoxide using stainless steel 
and titanium to enhance desulfurization (Humadi, et al., 
2024). Furthermore, the solid sorbent adsorption technique 
was applied to desulfurize diesel fuel via catalytic oxidization 
(Mohammed, et al., 2024).

ILs, which are compounds made up of anions and 
cations salts, have recently found use in various industrial 
applications (Abbott, et al., 2017a). They typically have 
melting points below 100°C and exhibit large potential 
ranges and significant levels of ionic conductivity that are 
effective in the desulfurization process. In the current study, 
a number of new deep eutectic solvents (DESs) (which 
behave in a similar manner to ionic ILs) are used to extract 
sulfur compounds. DESs are biodegradable solvents that 
include hydrogen bond donors like amides, carboxylic acids, 
and alcohols with quaternary ammonium moieties (Ismail, 
et al., 2022a). DESs are used in a variety of fields, such as 
conducting polymers (Alabdullah, et al., 2020), alloy and 
metal electrodeposition (Alesary, et al., 2023; Ismail, 2020), 
metal polishing (Abbott, et al., 2017b), natural product 
extraction (Qader, et al., 2023b), desulfurization (Qader, 
et al., 2021), medicines (Qu, Qader and Abbott, 2022; Qader, 
et al., 2024), and energy storage (Ismail, et al., 2022b). This 
is due to their affordability, ease of preparation, low volatility, 
biodegradability, insensitivity to water, and low toxicity, 
making them desirable for use in large-scale applications 
(Hillman, et al., 2017).

There are various methods that can be used in the extraction 
of the sulfur compounds present in kerosene, gasoline, diesel, 
or indeed any petroleum product, via ILs and/or DESs. These 
methods may involve varying temperatures and durations of 
extraction (Norouzi, et al., 2016). The existence of sulfur 
compounds is mainly responsible for affecting health, and in 
spite of that, the absorption of sulfur oxides in the effective 
place of catalysts during refining chemical processes can 
perform to deactivate it (Eßer, Wasserscheid and Jess, 2004). 
When sulfur compounds exceed the standard weight in 
crude oil, they must be treated in all areas during petroleum 
refinement because their presence as impurities can lead 
to major challenges during production, transportation, and 
refining, in addition to environmental pollution resulting 
from fuel combustion (Paucar, et al., 2021). Furthermore, 
nitrogen and sulfur compounds in fuels like NOx and SOx 
cause an imperfect change in air components, which can 
lead to the production of acid rain (Zolotareva, et al., 2019). 
Accordingly, the extraction of sulfur from fuel is one of the 
most studied and utilized technologies worldwide with regard 
to environmental considerations (Ahmad, et al., 2021).

Recently, nanoparticles (NPs) such as ZnO, iron oxide 
(Fe3O4), NiO, Ti2O, SiO2, and MoO2 have begun to see 
significant use in different fields, including biology, 
pharmacy, chemistry, etc. They exist in several forms, with 
sizes ranging from 1 to 100 nanometers. Furthermore, their 
nanoscale dimensions and extensive surface area contribute 
to their distinctive chemical and physical characteristics 

(Khan, Saeed and Khan, 2019). In this study, a green 
synthesis method was employed to produce iron NPs using 
plant extracts from Quercus infectoria. Q. infectoria is known 
for having strong anticancer, antibacterial, and antioxidant 
properties. Because of this, it can be used as both a capping 
and reducing agent to synthesize these NPs without the need 
for costly, toxic, and abrasive substances.

In this study, the novel approach of a desulfurization-based 
DES and Fe3O4 NPs was applied for the first time to remove 
sulfur compounds (such as thiophen and dibenzothiophene) 
from model petroleum products, using X-ray fluorescence to 
determine the extent of their removal. The novel DES was 
formed from 1-butyl-3-methylimidazolium chloride (BmimCl) 
and acetic acid/formic acid. Optimal parameters for this removal 
were studied, including extraction temperature, reaction time, 
NP used, and mass ratio of DES to alkane (n-octane), as well as 
the regeneration of the DES used in the desulfurization process. 
Fe3O4 was utilized as a catalyst in this work to enhance the 
sulfur removal in a mixture of dibenzothiophene and thiophene 
prepared in n-octane. We will specifically evaluate the removal 
of sulfur compounds (thiophene and dibenzothiophene) from 
petroleum products in the presence and absence of the Fe3O4 
catalyst. In addition, The Fe3O4 NPs were characterized using 
scanning electron microscopy (SEM), energy dispersive X-ray 
(EDX), Fourier-transform infrared spectroscopy (FTIR), and 
transmission electron microscopy (TEM) techniques.

II. Experimental and Methods
A. Materials and Instrumentation
All the chemicals reported in Table I were used in this 

study without further purification. In addition, a water bath 
with a single chamber controlled by a thermostatic system 
and a laboratory reactor system were utilized. SEM and 
EDX analyses were conducted using a Philips XL20SEM 
instrument with an accelerator voltage of 20 keV. TEM 
images were obtained using a ZEISS EM900 microscope 
operating at 80  kV. The Fe3O4  sample was examined via 
FTIR using a Bruker Equinox55 spectrophotometer, covering 
a wavenumber range of 400–4000 cm−1.

B. Preparation of DESs
The preparation of DESs follows a previously reported 

method (Qader, et al., 2021). Typically, acetic acid and 
formic acid, as hydrogen bond donors, were separately mixed 
with 1-butyl-3-methylimidazolium chloride, as a quaternary 
ammonium salt, in molar ratios of 2:1, respectively. This is 
in agreement with the study conducted previously by Qader 
in terms of the formation of DESs from hydrogen bond 
donors and acceptors (Qader, 2021). We then placed the 
prepared mixtures on a hotplate, stirring them at 50°C until 
they formed clear, homogenous liquids, and then stored them 
in an oven at 40°C for later use.

C. Synthesis of Fe3O4 NPs
The Q. infectoria solution was made by dissolving 5.0 g of 

Q. infectoria powder in 200 mL of distilled water and heating 
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TABLE I
The Structure, Purity, and Sources of the Chemicals Employed in this Work

Chemicals Structure Source Purity %
Acetic acid Thomas Baker 99 

1-Butyl-3-methylimidazolium chloride Sigma-Aldrich ≥99

Hydrogen peroxide H2O2 Scharlau 50
Ferric chloride FeCl3 Sigma-Aldrich 97
Formic acid Sigma-Aldrich 98

n-octane Carlo Erba 99

Thiophene Merck ≥99

Dibenzothiophene Merck ≥99

the solution to a temperature of 70°C for 2 h. Subsequently, 
the solution was filtered using a Whatman No. 1 filter paper 
to isolate the individual components. Further, a 0.10 M 
FeCl2 solution was prepared by dissolving 1.99  g of solid 
FeCl2⋅4H2O in 100  mL of deionized water. Thereafter, 
the FeCl2 solution was combined with the Q. infectoria 
solution. 1.0 M NaOH solution was subsequently added to 
the above mixture and agitated using a magnetic stirrer until 
the pH was 6.0. This led to the formation of Fe3O4 NPs, 
which appeared as a black precipitate within the solution. 
After reducing the volume of the solution by half through 
evaporation using a hot plate at a temperature of 70°C, the 
Fe3O4 NPs were then isolated using a magnetic field. The 
solid Fe3O4 obtained was thoroughly washed with deionized 
water and then dried for 12  h in a fume hood. It was 
further dried for an additional 12  h in a vacuum oven at a 
temperature of 100°C (Qader, et al., 2023a).

D. Preparation of Petroleum Model
A model petroleum product (sulfur compounds) was 

prepared by dissolving 0.25  g of thiophene and 0.25  g of 
dibenzothiophene in 500 mL of n-octane. A number of groups 
have reported that DESs and ILs can effectively remove sulfur 
compounds such as thiophene and dibenzothiophene from 
model petroleum products (Kareem, 2017). In our case, we 
used two new DESs: acetic acid + BmimCl and formic acid + 
BmimCl. It is known that real diesel contains impurities in the 
form of a number of organic compounds, including oxygen 
and nitrogen species. In addition, real diesel contains aromatic 
compounds, which are problematic to the desulfurization 
processes (Zhu, et al., 2015); therefore, we used a model 
petroleum product to avoid this effect on sulfur extraction.

E. Extraction of Sulfur Compounds
In this study, sulfur was extracted using DESs mixed 

with the model petroleum products in different molar ratios 
(wt/wt%), see appropriate figure caption. After that, the 
mixture was stirred for specific reaction times at 30 ± 2°C. 
Furthermore, the quantity (X) of sulfur compounds removed 
at 1 atm pressure was determined using equation (1):

*100%−
=

Ci CrX
Ci � (1)

whereas Ci is the original sulfur amount in model diesel 
fuel, and Cr is the remaining amount of sulfur in the model 
diesel phase after the reaction had continued for a definite 
period of time. The same procedure was conducted after 
adding 1.0 mol H2O2 and 0.01 g Fe3O4 NPs as a catalyst into 
the DESs phase. The amount of sulfur in the treated model 
petroleum products phase before and after removal was 
measured via X-ray fluorescence spectroscopy.

Ci represents the initial sulfur content in the model diesel 
fuel, whereas Cr represents the sulfur content that remains in 
the model diesel phase after a specific period has passed in 
the course of the reaction.

III. Results and Discussion
A. Effect of Different Hydrogen Bond Donors
The extraction processes are principally controlled 

by functional groups and intermolecular forces. For this 
investigation, three extraction agents, which are commonly 
associated with DESs, were utilized. The DESs used in this 
study consist of formic acid, acetic acid, and a combination of 
formic acid and acetic acid, with each individually combined 
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with 1-butyl-3-methylimidazolium chloride. It is important 
to note that the eutectic point varies for each solvent. Fig.  1 
shows that the DES containing BmimCl:  acetic acid had 
the highest sulfur removal percentage, approximately 36%, 
compared to the other DES mixtures. It is well known that 
formic acid is stronger than acetic acid in terms of acidity. 
This means that the species in the DES formed by formic 
acid and 1-butyl-3-methylimidazolium chloride physically 
interact more strongly than the species in the DES formed 
by acetic acid. As a result, the latter mixture interacted and 
removed sulfur more effectively than the former from the 
model petroleum products, as shown in Fig. 1. Therefore, we 
selected BmimCl: acetic acid for further research.

B. Influence of Temperature
Temperature is a key factor that has a considerable impact 

on sulfur removal. Caero, et al. studied the elimination 
of aromatic sulfur-containing species from a petroleum 
phase, as accomplished at a reaction temperature of around 
70ºC (Caero, et al., 2005). Correspondingly, Shiraishi et al. 
noted that the removal of sulfur species from the petroleum 
into the extractants part increases with increasing reaction 
temperature (Shiraishi, et al., 2002). To investigate the 
optimal temperature for desulfurization processes, the 
sulfur extraction from the model petroleum products was 
performed over a range of temperatures. Fig. 2 illustrates the 
influence of temperature (20–70°C) on the desulfurization 
of the selected DES (2 acetic acid: 1 BmimCl) from model 
petroleum products. The model petroleum product and DES 
phases were mixed in a mass ratio of 2:1 for 30  min under 
constant stirring at 500 rpm.

According to Fig.  2, the removal effectiveness of sulfur 
species increases from 38% to 58.2% as the temperature rises 
from 20 to 30°C. However, the ability to extract sulfur from 
petroleum product into a DES containing acetic acid did not 
significantly change as the temperature increased from 30 to 
70°C, with only a slight increase in the extraction percentage 
from 58.2 % to 59.9%. A decline in extraction efficiency as 
extraction temperature increased could potentially indicate 
that elevated temperatures are detrimental to extraction-
desulphurization employing DESs. The exothermic 
process related to acid-base complexation is believed to 
have impeded the reaction more at elevated temperatures 
(Chandran, et al., 2019). Concerning the exothermic 
phenomena, elevated temperatures accelerate electrophilic 
substitution onto the thiophene and dibenzothiophene 
aromatic rings (Tang, et al., 2015). This suggests that the 
process can be conducted at ambient temperature, in contrast 
to the conventional HDS approach which necessitates 
temperatures of up to 623 K. The viscosity of DESs varies 
linearly with temperature, as seen in Equation 2. Increased 
temperatures result in a decrease in the sulfur partitioning 
coefficient (KN). This further substantiates the hypothesis that 
reduced temperatures are adequate for this process (Wang, 
et al., 2016). Comparable results were also found in several 
other research efforts (Gano, et al., 2015; Jiang, et al., 2016; 
Li, et al., 2016).

Fig. 1. Sulfur removal as a function of deep eutectic solvent (DES) at 
20ºC. The mass ratio was two parts model petroleum product (thiophene 

+ dibenzothiophene in n-octane) to one part DES for 30 min while 
stirring at 500 rpm.

Fig. 2. Effect of temperature on the extraction efficiency of sulfur. 
The mass ratio was 2:1 for the model petroleum product (thiophene + 

dibenzothiophene in n-octane) to the deep eutectic solvent  
(1 BmimCl: 2 acetic acid). The stirring rate was 500 rpm at 30°C for 30 min.

For the current investigation, 30°C was chosen as the 
ideal temperature for the constructed system to avoid the 
consumption of large amounts of energy, as mentioned above.

( ) 0ln ln ηη η= +
E
RT

� (2)

C. Influence of Reaction Time
This study investigated the impact of extraction time 

on sulfur species. The experiment was run using a mass 
ratio of 1:2 between the fuel and BmimCl + acetic acid at 
30ºC and a 500-rpm stirring speed. Fig.  3 illustrates the 
impact of reaction time on the sulfur compounds present 
in the modeled oil sample (n-octane). The elimination of 



ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X�

258� http://dx.doi.org/10.14500/aro.11776

sulfur compounds improves significantly from 31% to 65% 
as the response time is extended from 5  min to 60  min; 
however, it plateaus after 60  min and then gradually drops 
from 65% to 58% as the reaction time is extended further. 
There are a number of possible reasons for this beyond 
the effect of reaction time itself in the extraction of sulfur 
molecules, as follows: first, according to Abbott et al., the 
extraction reaction most likely approaches equilibrium after 
about an hour, at which point the desulfurization process’ 
effectiveness decreases (Abbott, et al., 2017b). Sulfur uptake 
was rapid during the early contact period, specifically 
between 10 and 60  min of extraction. This observation can 
be ascribed to the disparity in the concentration of polar 
sulfur between the model petroleum and the extracting 
agent, the DES, leading to the swift movement of sulfur 
compounds from the model petroleum to the DES, to which 
they can easily attach. With an increase in contact duration, 
a greater quantity of sulfur compounds adhered to the DES 
(extracting agent), resulting in a reduction of accessible 
sites. At this juncture, electrostatic repulsion transpired 
between sulfur compounds adhered to the DES (extracting 
agent) and those retained in the model petroleum. Similar 
behavior has also been documented in previous research 
(De Luna, et al., 2018; Almashjary, et al., 2018; Tahir, 
et al., 2021). Moreover, the extraction rate may exhibit a 
natural drop due to thermodynamic or kinetic constraints, 
contingent upon factors such as temperature, solvent, and 
the characteristics of the sulfur compounds. Subsequently, 
the reaction may attain an equilibrium state, resulting 
in a substantial reduction in the rate of sulfur extraction 
(Chandran, et al., 2019). In summary, the reduction in sulfur 
extraction after 60 min may be attributed to DES saturation, 
depletion of sulfur compounds, thermodynamic or kinetic 
constraints, or the generation of inhibitory by-products. 
In general, we observed the most positive results within a 
60-min period after treatment. Therefore, we conclude that 

60  min is a suitable period for the oxidation system in this 
specific investigation.

D. Effect of DES/Model Petroleum Product Mass Ratio
In terms of environmental safety, the removal 

of sulfur compounds from petroleum products is 
vital. Hence, five different mass ratios for the DES 
(acetic acid + BmimCl)/petroleum products were used to 
investigate the efficiency of the removal of sulfur compounds 
from petroleum products, keeping other parameters constant 
(Fig.  4). Fig.  4 shows that changing the mass ratio of DES 
to petroleum products affects sulfur removal from petroleum 
products. The proportion of sulfur compounds extracted 
from the petroleum products into the DES (2 acetic acid: 
1BmimCl) was 28.1% when the ratio of the mass of the 
petroleum products to the DES was 3:1, which may be due 
to a less active interaction between the DES and petroleum 
products, leading to lesser desulfurization efficiency. The 
results obtained are presented in Fig.  4, showing that a 
maximum removal of sulfur compounds of up to 75% could 
be achieved at a molar ratio of 2:1 for the DES (1 BmimCl: 
2 acetic acid) to the model petroleum product. However, for 
other ratios, the percentage of desulfurization decreases. The 
study suggests that mass ratio affects extraction efficiency.

E. Influence of Stirring Speed
In this section, we studied the effect of the stirring speed 

on the extraction of sulfur by varying the stirrer speed from 
100 to 2000  rpm, as shown in Fig.  5. It was observed that 
the percentage removal of sulfur compounds increased from 
35% (100 rpm) to 74.8% with increasing the stirrer speed up 
to 500  rpm, beyond which there was a slight decrease with 
increasing stirring speed. Exceeding the optimal speed might 
hinder effective interaction between species in the system, 
resulting in reduced desulfurization efficiency due to the 
dispersion of species in the system. Therefore, all subsequent 
experiments were carried out at 500  rpm. This was in 

Fig. 3. Effect of reaction time on the extraction efficiency of sulfur. The 
stirring speed was 500 rpm at a constant temperature of 30°C. The mass 

ratio of model petroleum product (thiophene + dibenzothiophene in 
n-octane) to the deep eutectic solvent (1 BmimCl: 2 acetic acid) was 2:1

Fig. 4. Effect of mass ratio of deep eutectic solvent (1 BmimCl: 2 acetic 
acid) to model petroleum product on sulfur removal at 30°C for 60 min 

and a stirring rate of 500 rpm.
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Fig. 6. Effect of H2O2 and Fe3O4 nanoparticles on sulfur removal. The 
extraction time was 60 min at 30°C whilst stirring at 500 rpm. The mass 
ratio of the model petroleum product (thiophene + dibenzothiophene in 

n-octane) to the deep eutectic solvent (1 BmimCl: 2 acetic acid) was 1:2.

Fig. 5. Effect of stirring rate on the efficiency of sulfur removal from 
the petroleum model. The extraction time was 60 min with a 1:2 mass 
ratio of model petroleum product (thiophene + dibenzothiophene in 

n-octane) to deep eutectic solvent (1 BmimCl: 2 acetic acid) at a fixed 
temperature of 30°C.

agreement with the study conducted by Qader et al. (2021) in 
which they used phenol and ChCl as a DES to remove sulfur 
from diesel.

F. Effect of H2O2 and Fe NPs as Catalysts on the Sulfur 
Extraction Process

According to Yang, et al.’s investigation, the production 
of catalytic present species increases the desulfurization rate 
when H2O2 is used as a catalyst in certain concentrations 
(Yang, et al., 2019). In a similar vein, Al-Shahrani et al. 
demonstrated that hydrogen peroxide (H2O2) can effectively 
serve as a catalyst in the elimination of sulfur from fuel 
(Al-Shahrani, et al., 2007). In order to examine the impact 
of H2O2 as an oxidizing agent on the desulfurization process 
of actual diesel fuel, experiments were conducted at a 
temperature of 30ºC, keeping other parameters constant, as 
described in the caption to Fig.  6. The molar ratio between 
the petroleum model and the oxidant was 8:1, according to 
our previous study (Qader, et al., 2021). Depending on the 
particular monoprotic acid (DES) employed, the effectiveness 
of the sulfur removal from model petroleum products 
was improved by adding hydrogen peroxide (H2O2). The 
findings show that when the H2O2 catalyst was introduced, 
a maximum removal of 78% of the sulfur compounds could 
be achieved.

Previous research has demonstrated that the utilization of 
Fe NPs as a catalyst is significant in desulfurization when 
using H2O2. For example, the presence of Fe NPs in the 
organic phase resulted in a considerable reduction of sulfur 
compounds in diesel fuel, as shown when the concentration 
of Fe3+ was increased (Zhu, et al., 2012; Zhang, Zhang 
and Zhang, 2004). Consequently, this point was further 
examined in the current research. The catalytic role of Fe₃O₄ 
in combination with H₂O₂ enhances the extraction of sulfur 
by facilitating the oxidation of sulfur-containing compounds 
to more extractable forms. The generation of hydroxyl 

radicals and other ROS accelerates the breakdown of the 
sulfur species, leading to improved extraction efficiency. This 
approach holds promise for more sustainable and efficient 
sulfur recovery processes (Liochev, 1996).

Fig.  6 illustrates the impact of adding Fe3O4 on the 
effectiveness of sulfur removal. The addition of Fe3O4 was 
found to significantly enhance the effectiveness of sulfur 
removal by up to 86%. This improvement could be attributed 
to the presence of Fe=O catalytic sites, which play a crucial 
role in activating iron superoxide for the oxidation reaction. 
Thus, the BmimCl: Acetic acid: H2O2: Fe3O4 NP model 
yielded the most efficient desulfurization.

G. Regeneration of BmimCl: Acetic Acid
The recycling of the spent DES following extractive 

desulfurization is undeniably important (Jeong, et al., 2015). 
Fig.  7 shows the extractive desulfurization ability of sulfur 
species in model petroleum products into DES. The current 
experiment was conducted at 30°C and a stirring speed of 
500  rpm for 60 min with a mass ratio for the DES (2 acetic 
acid + 1BmimCl) to the model petroleum product of 2:1.

After completing the extraction process for the sample, the 
DES (BmimCl: acetic acid) was regenerated and thereafter 
utilized for a maximum of three cycles. This shows that all 
such cycles allowed for the regeneration of the prepared 
DESs without any reduction in their sulfur-removal capability. 
We regenerated the BmimCl: acetic acid solvent employed 
through extraction using diethyl ether in a rotary evaporator. 
Each instance showed no alteration in the synthesized DES 
composition subsequent to recycling. Fig. 7 shows that using 
BmimCl: acetic acid as a DES for a minimum of three cycles 
does not reduce the extraction effectiveness. In addition, the 
synthesis of DESs is straightforward and does not require 
organic solvents, thereby mitigating the environmental 
repercussions associated with toxic organic solvents. These 
DESs are degradable and environmentally benign due to their 
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components being interconnected through hydrogen bonding. 
The interacting components consist of environmentally 
friendly, readily accessible, and inexpensive raw materials. 
DESs benefit from this, as they can allow for extraction-
desulfurization at ambient temperature and pressure, unlike 
the traditional HDS procedure, which requires elevated 
temperatures and pressures.

H. Characterization of Fe3O4 NPs
The synthesized Fe3O4 NPs were characterized via the 

SEM, EDX, TEM, and FTIR techniques. In order to examine 
the various bonds and functional groups present in the Fe3O4 
NPs, an FTIR analysis was conducted, as depicted in Fig. 8. 
The features in the FTIR spectrum observed at about 3440 
and 625 cm-1 were indicative of the presence of Fe3O4, as 
illustrated in Fig.  8a. These peaks can be attributed to the 
bending vibrations of the O–H groups (due to solvent that 
has been adsorbed) and the stretching vibration of the Fe-O 
bonds, respectively. In addition, peaks were observed at 
about 1606 and 1388 cm-1, which could be attributed to out-
of-plane and in-plane O–H vibrations (Babakir, et al., 2022; 
Qader, et al., 2023a).

When compared to Fig.  8b (after desulfurization), all the 
peaks associated with Fe3O4 (described above) are observed 
at lower wavenumbers (3350, 1559, 1365, and 597 cm-1) 
and exhibit reduced band intensities. In addition, numerous 
additional peaks were seen in the FTIR spectrum of Fe3O4 
during the process of desulfurization. The absorption peak 
located around 1511 cm-1 corresponds to the vibration of 
a C=C bond in the thiophene and dibenzothiophene. The 
bands detected around 1175, 1042, and 783 cm-1 represent a 
C-C vibration in an organic ring, an in-plane =C–H stretch, 
and an out-of-plane C–H bend, respectively, for thiophene 
and/or dibenzothiophene. The peaks observed at 1313 and 
1365 cm−1 correspond to the presence of an S=O bond in 

a sulfone and an organic sulfate compound, respectively, in 
thiophene and/or dibenzothiophene. Accordingly, the FTIR 
data confirmed that sulfur compounds (such as thiophene 
and dibenzothiophene) had been adsorbed onto the Fe3O4 
composite.

The surface morphologies and particle size of the Fe3O4 
composite were analyzed via SEM and TEM, as shown in 
Fig. 9, both before and after the desulfurization process. The 
surface of Fe3O4 before desulfurization, shown in Fig. 9a has 
a uniform and porous structure made up of almost separate 
spherical formations. These spherical formations range in 
size from 5 nm to 50 nm, contributing to the nanostructure of 
the particles created. However, on desulfurization (Fig.  9b), 
the morphology of the Fe3O4 surface changes (as compared 
to Fig.  9a) to show more irregular structures and smaller 
pores, indicating the presence of sulfur compounds on the 
surface of the Fe3O4 nanocomposites.

Furthermore, the TEM image in Fig.  9c provides further 
proof of the porous nanostructure shape of Fe3O4 particles 
smaller than 50  nm. The image reveals a semi-spherical, 
nearly hexagonal shape for Fe3O4. On the other hand, 
Fig.  9d shows a structure that is less porous, a result of the 
desulfurization process that occurred on the surface of Fe3O4 
and which is consistent with the SEM data.

In order to verify the successful formation of Fe3O4 NPs 
and validate the adsorption of sulfur compounds onto the 
Fe3O4 adsorbent surface, an EDX study was conducted, 
as shown in Fig.  9e and f. This research effectively 
demonstrates the presence of iron (Fe) and oxygen (O) atoms 
in the composition of the Fe3O4 composite catalyst (Fig. 9e). 
The EDX spectra display the distinctive peaks of iron at 
0.85 keV (Lα1) and 6.45 keV (Kα1), which is consistent 
with earlier findings (Kargar, et al., 2021; Luis, Behera and 
Sorokhaibam, 2023). The EDX spectrum (Fig.  9f) showed 
that after desulfurization, there was an extra peak associated 
with sulfur (S) at around 2.85 keV (Kα1), along with Fe, O, 
and N. This confirms the adsorption of sulfur compounds 

Fig. 7. Extraction performance with recycled BmimCl: Acetic acid. 
Reactions conditions: 2:1 mole ratio of deep eutectic solvent to model 
petroleum product (thiophene + dibenzothiophene in n-octane), 60 min 

reaction time. Stirring at 500 rpm, at a fixed temperature of 30°C.

Fig. 8. Fourier-transform infrared spectroscopy spectra of Fe3O4,  
(a) before and (b) after the desulfurization process.
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onto the adsorbent’s surface, a process associated with the 
presence of thiophene and dibenzothiophene compounds in 
the petroleum model.

Following the desulfurization process, we can conclude 
that the FTIR, SEM, EDX, and TEM approaches provided 
clear evidence of the adsorption of sulfur compounds onto 
the Fe3O4’s spherical surface, thereby enhancing the removal 
of sulfur compounds from the petroleum models.

IV. Conclusion
This study involved the extraction of sulfur compounds from 
model petroleum products (thiophen and dibenzothiophene in 
n-octane) using liquid-liquid extraction in new types of DES. 
Two hydrogen bond donors, acetic acid and formic acid, were 
utilized to create DESs in various molar ratios with 1-butyl-
3-methylimidazolium chloride (BmimCl), which served as 

a quaternary ammonium salt. The hydrocarbon-based fuels 
(HBDs) used in this study play a crucial role in extraction 
procedures across various practical domains. Experiments 
were conducted to investigate the impact of monoprotic 
acids in HBDs, as well as the presence of oxidants (H2O2) 
and Fe3O4 in the petroleum model, on the process of 
desulfurization. Within the optimization parameters, we also 
examined the impact of temperature, reaction duration, and 
the mass ratio of DES to the petroleum model. The study’s 
results indicate that increasing the temperature from 20°C 
to 30°C enhanced the removal of sulfur from the petroleum 
model into an acetic acid-containing DES. However, above 
30oC, the removal of sulfur declined slightly.

Furthermore, the results show that the BmimCl:acetic 
acid:  H2O2:Fe3O4 NP model successfully eliminated the 
largest proportion of sulfur, up to 86%, in 60  min at 30°C 
using 2:1 mass ratio of DES (1BmimCl: 2acetic) to model 

Fig. 9. (a and b) Scanning electron microscopy images of Fe3O4 before and after the desulfurization process; (c and d) transmission electron 
microscopy images of Fe3O4 before and after the desulfurization process; and (e and f) energy dispersive X-ray data of Fe3O4 before and after the 

desulfurization process, respectively.
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desulphurization: A review. Journal of Molecular Liquids, 275, p.312-322.

De Luna, M.D.G., Samaniego, M.L., Ong, D.C., Wan, M.W., and Lu, M.C., 
2018. Kinetics of sulfur removal in high shear mixing-assisted oxidative-
adsorptive desulfurization of diesel. Journal of Cleaner Production, 178, 
p.468-475.
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application of hydrated metal halide (SnCl2. 2H2O)-based deep eutectic solvent 
for the extractive desulfurization of liquid fuels. Journal of Chemical Engineering 
and Applications, 6, pp.367-371.

Gao, S., Li, J., Chen, X., Abdeltawab, A.A., Yakout, S.M., and Yu, G., 2018. 
A combination desulfurization method for diesel fuel: Oxidation by ionic liquid 
with extraction by solvent. Fuel, 224, pp.545-551.

Hillman, A.R., Ryder, K.S., Ismail, H.K., Unal, A., and Voorhaar, A., 2017. 
Fundamental aspects of electrochemically controlled wetting of nanoscale 
composite materials. Faraday Discussions, 199, pp.75-99.
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Abdulqader, M.A., 2024. New design of eco-friendly catalytic electro-photo 
desulfurization process for real diesel fuel. Chemical Engineering Research 
and Design, 206, pp.285-301.
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A comparative study of the formation, and ion and solvent transport of polyaniline 
in protic liquid-based deep eutectic solvents and aqueous solutions using EQCM. 
Electrochimica Acta, 418, p.140348.

Ismail, H.K., 2020. Electrodeposition of a mirror zinc coating from a choline 
chloride-ethylene glycol-based deep eutectic solvent modified with methyl 
nicotinate. Journal of Electroanalytical Chemistry, 876, p.114737.

Ismail, H.K., Qader, I.B., Alesary, H.F., Kareem, J.H., and Ballantyne, A.D., 
2022b. Effect of graphene oxide and temperature on electrochemical 
polymerization of pyrrole and its stability performance in a novel eutectic 
solvent (choline chloride-phenol) for supercapacitor applications. ACS Omega, 
7, pp.34326-34340.

Jeong, K.M., Lee, M.S., Nam, M.W., Zhao, J., Jin, Y., Lee, D.K., Kwon, S.W., 
Jeong, J.H., and Lee, J., 2015. Tailoring and recycling of deep eutectic solvents 
as sustainable and efficient extraction media. Journal of Chromatography A, 
1424, pp.10-17.

Jiang, W., Li, H., Wang, C., Liu, W., Guo, T., Liu, H., Zhu, W., and Li, H., 
2016. Synthesis of ionic-liquid-based deep eutectic solvents for extractive 
desulfurization of fuel. Energy and Fuels, 30, pp.8164-8170.

Kareem, J.H., 2017. Sulfur Extraction from Oil Using Ionic Liquids. University 
of Leicester, England.

Kargar, H., Ghahramaninezhad, M., Shahrak, M.N., and Balula, S.S., 2021. An 
effective magnetic catalyst for oxidative desulfurization of model and real fuels: 
Fe3O4/ZIF-8/TiO₂. Microporous and Mesoporous Materials, 317, p.110992.

Khan, I., Saeed, K., and Khan, I., 2019. Nanoparticles: Properties, applications 
and toxicities. Arabian Journal of Chemistry, 12, pp.908-931.

Kiran, N., Abro, R., Abro, M., Shah, A.A., Jatoi, A.S., Bhutto, A.W., Qureshi, K., 
Sabzoi, N., Gao, S., and Yu, G., 2019. Extractive desulfurization of gasoline 
using binary solvent of bronsted-based ionic liquids and non-volatile organic 
compound. Chemical Papers, 73, pp.2757-2765.

Li, C., Zhang, J., Li, Z., Yin, J., Cui, Y., Liu, Y., and Yang, G., 2016. Extraction 
desulfurization of fuels with ‘metal ions’ based deep eutectic solvents (MDESs). 
Green Chemistry, 18, pp.3789-3795.

petroleum product, owing to the synergistic impact of the 
materials and the absence of intramolecular hydrogen 
bonding in this composite. The synthesized Fe3O4 was 
characterized using various techniques, including FTIR, 
SEM, EDX, and TEM. Following the desulfurization 
process, these approaches provided evidence of the 
presence of sulfur compounds on Fe3O4’s spherical surface, 
enhancing the removal of sulfur compounds from the 
petroleum models. Finally, the ability to regenerate the 
DES was tested over a series of repeated recovery cycles, 
which demonstrated that DESs may be regenerated without 
any decline in the sulfur removal potential after three 
desulfurization cycles. The results of this study have 
significant implications for potential future applications; 
specifically, they could be valuable in addressing 
environmental concerns by eliminating cancer-causing and 
corrosive substances in industrial operations.
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