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ARO Editorial Words 

 
Dear esteemed readers, 

 

It is with great pleasure that we present the 20th issue of ARO, the Scientific Journal of Koya University (KOU), 

marking our momentous 10th anniversary. This milestone highlights the remarkable journey of ARO, an 

internationally recognized scientific journal, as it continues to contribute to the academic landscape in the Kurdistan 

Region of Iraq. 

 

We are thrilled and delighted to announce that ARO has achieved a remarkable Impact Factor of 0.6, as officially 

announced by Clarivate Analytics in June 2023. This prestigious recognition is a testament to the unwavering 

commitment of the executives and the collective effort of our esteemed authors, reviewers, and editorial team in 

realising the globally set mission of ARO. We are proud to welcome new editorial members who share our 

pioneering vision and contribute to ARO's journey of international distinction. 

 

As we embark on our 11th year, our vision is to further enhance ARO's impact and visibility within the scholarly 

community. In line with this commitment, we are currently being considered for inclusion in the esteemed Science 

Citation Index Expanded™ (SCIE) by Clarivate Analytics. This evaluation underscores our dedication to maintaining 

and promoting excellence in scientific publishing. 

 

ARO persists in its mission of providing valuable resources, support, and guidance to researchers throughout the 

publication process, while also advocating for open access to scientific research. We are proud to have been awarded 

the DOAJ Seal listing, a testament to our commitment to trusted high-quality open access publishing. 

 

We acknowledge the challenges in finding dependable and proficient reviewers, and we continue to strive to enhance 

this crucial aspect of our journal. We are grateful for the overwhelming response from researchers, academics, and 

professionals over the past decade, which has led us to expand our Editorial Board to accommodate the growing 

number of manuscript submissions. 

 

In this issue, you will find original research papers spanning various fields, demonstrating the multidisciplinary 

nature of ARO. We extend our deepest gratitude to the authors who have placed their trust in ARO and submitted 

their groundbreaking research for publication. We also express our appreciation to all peer reviewers from esteemed 

universities worldwide who have dedicated their time and expertise to ensure the quality of this issue. 

 

As we set our sights on the future, we remain dedicated to upholding the highest standards of scientific publishing 

and providing a valuable resource for researchers worldwide. Your unwavering support and constructive feedback 

are of utmost importance to us as we strive to establish Aro as a platform that fosters scientific excellence and 

knowledge dissemination. Together, let us embark on this exciting journey of growth and innovation. 

 

With warm regards, 

 

 

 

Dilan M. Rostam 

Editor-in-Chief 

 

Mohammed H. S. Zangana 

Executive Publisher 

 

Salah I. Yahya, Basim M. Fadhil, Fahmi F. Muhammad, Wali M. Hamad, Jorge Correia, Fouad Mohammed, Jacek 

Binda, Nadhir Al-Ansari, Howri Mansurbeg, Tara F. Tahir and Yazen A. Khaleel. 
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Role of Cinnamon Supplementation on Glycemic 
Markers, Lipid Profile and Weight Status in Patients 

with Type II Diabetes
Sazan M. Talaat

School of Biosciences, Faculty of Science,  
University of Nottingham, UK

Abstract—Type II diabetes has been on the rise for the past few 
decades and the current management plan of diabetes is challenging 
to individuals in keeping their blood glucose levels within normal 
limits. There is a constant search of new ways to tackle these 
challenges. Cinnamon is suggested to have antihyperglycemic 
and lipid lowering effect and has been proposed to be utilized in 
type II diabetes. The aim behind this review is to explore the role of 
cinnamon in improving the glycemic status, lipid profile, and weight 
status of patients with type II diabetes. PubMed and ScienceDirect 
databases have been searched for eligible studies conducted until 
February 2022, the outcomes measured were glycemic markers as 
primary outcome and lipid profile and weight status as secondary 
outcomes. A total of ten trials involving 861 patients were included 
in the study. Five studies have demonstrated reductions in glycemic 
markers (ranging between −0.56 and −1.9 mmol/L for fasting blood 
sugar and between −0.21% and −0.93% for glycated hemoglobin) 
whereas the remaining four did not show any significant reduction. 
The most improvements in glycemic markers are seen in patients 
with poorly controlled diabetes and patients with higher body 
mass index (BMI) values. The majority of the studies did not 
record improvement in lipid profile. Changes in weight status are 
only observed in overweight patient category (BMI between 25 
and 30). Overall, there is no coherent evidence to decide about 
antihyperglycemic, lipid lowering, and weight reducing effects of 
cinnamon in type II diabetes. Further trials are needed to reach a 
definitive verdict.

Index Terms—Cinnamon, Glycated hemoglobin, Lipid 
profile, Type II diabetes.

I. Introduction
Type II diabetes mellitus cases have been on constant 
rise globally, especially in the 21st century. According to 
international diabetes federation, as of 2021, 1 in 10 adults 
is suffering from the disease (536 million people worldwide) 
and this number is expected to further rise to 783 million by 

2045 (IDF Diabetes Atlas 2021 | IDF Diabetes Atlas, 2022; 
Sun, et al., 2022).

These growing rates translate to massive costs in terms of 
lives lost and money spent for example only in 2021, diabetes 
was responsible for 6.7 million deaths. In the same year, health 
spending due to diabetes has reached 966 billion dollars, which 
is more than a threefold increase over the past 15 years (IDF 
Diabetes Atlas 2021 | IDF Diabetes Atlas, 2022).

Due to this overwhelming growth of diabetes globally, there 
is an urgent need to enhance the diagnosis and management 
of the disease (Khan, et al., 2014). At present, the main goal 
in managing diabetic patients is to control blood sugar levels 
(target glycated hemoglobin [HbA1c] <7%) as any prolonged 
deviation from normal ranges can lead to macro and 
microvascular complications. Moreover, due to the increased 
risk of cardiovascular disease in diabetic patients, it is also 
important to keep blood pressure and lipid levels at normal 
ranges (Allen, et al., 2013).

In the attempt of maintain multiple variables at check, 
several challenges arise, polypharmacy can be considered as 
one of the major ones in type II diabetics. Polypharmacy can 
be defined as taking more than five medications per day and is 
currently the case in 57–84% of diabetic patients. (Alwhaibi, 
et al., 2018). This in turn, could be responsible for increased 
burden on the patients (mixing up of drugs and forgetting 
to properly take their medications) that result in decreased 
compliance and adherence to the treatment regimen.

Poor medication adherence is regarded as one of the 
major factors affecting glycemic control and is associated 
with increased morbidity and mortality. At best, 45% of all 
type II diabetic patients fail to achieve glycemic control 
(HbA1c <7%) (Polonsky and Henry, 2016). In addition, 
polypharmacy also puts patients at risk of developing drug 
related adverse effects (Bui, et al., 2021).

To tackle the current challenges, researchers have been 
in continuous search of alternative ways to manage the 
disease. There is increasing interest in herbal remedies to 
be incorporated into the care protocol of diabetic patients. 
Many herbs are thought to possess hypoglycemic effects and 
researches focusing on this topic have been constantly on the 
rise (Governa, et al., 2018; Sharma, et al., 2020). One of the 
herbs of interest is cinnamon.
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Cinnamon is a widely used culinary spice that can 
be generally divided into two species, Ceylon (or true) 
cinnamon (botanical name: Cinnamomum verum) or the more 
common Cinnamomum cassia. Both belong to lauraceae 
family. Cinnamon is available in a variety of forms including 
bark (or quills), powders, or extracts from cinnamon powder. 
Different forms of cinnamon have different phytochemicals 
and bioavailability. Volatile oils constitute 1–4% of various 
cinnamon products, and include 60-80% cinnamaldehyde; 
10% eugenol; 5–10% trans-cinnamic acid; 5–10% phenolic 
compounds; and 4–10% of other compounds, and traces of 
coumarin (Costello, et al., 2016).

Both in vitro and in vivo evidences show that cinnamon 
may have benefits in enhancing insulin sensitivity and 
glycemic control (Governa, et al., 2018). The exact compound 
that is responsible for hypoglycemic actions of cinnamon is 
still under investigation (Costello, et al., 2016), but it has 
been suggested that this effect is due to cinnamaldehyde or 
phenolic compounds content (Governa, et al., 2018; Mandal, 
et al., 2021).

Cinnamaldehyde concentrations vary according to the 
species and form of cinnamon. c. cassia has a higher 
concentration than C. verum yet the high concentration of 
coumarin (a potential toxin) in c. cassia (as compared to 
C. verum) limits its use in large quantities. Considering this 
potential toxicity, C. verum might be the better choice for the 
management of long term conditions such as type II diabetes 
mellitus (Governa, et al., 2018).

Up to the present time, none of the authoritative bodies 
recommend any specific indication for cinnamon in diabetes 
management. Despite the availability of a fair amount of 
research on cinnamon, the evidence is not coherent and it 
is still controversial whether or not cinnamon possesses 
adequate glucose lowering effect to be incorporated in the 
treatment regimen of type II diabetes (Governa, et al., 2018).

There is a couple of review articles published on the 
effect of cinnamon on blood sugar levels in humans (Akilen, 
et al., 2012; Allen, et al., 2013; Namazi, et al., 2019). But 
since then, there have been several RCTs published on this 
topic, that is why a more recent overview is needed with the 
inclusion of the findings from the more recent studies to give 
a more up to date insight of the effect of cinnamon on blood 
sugar parameters.

Hence, the aim behind conducting this literature review is 
to gather evidence to find out where does exactly cinnamon 
stand in the management of diabetic patients in terms of its 
effect on blood sugar levels as well as if it has any influence 
on optimizing lipid profile and weight status in patients with 
type II diabetes.

II. Methodology
Through utilizing PICO model, the research question that 

is intended to be addressed in this review is “in adult type II 
diabetic patients, does the use of cinnamon cause a change/
improvement in the glycemic control compared to similar 
patients that do not incorporate cinnamon in their treatment 

regimen? and if there is improvement, is it clinically 
significant?”

The PICO analysis components, that is, the population, 
intervention, comparator, outcome, and setting criteria used 
to perform this review are shown in the following Table I:

A. Selection of Papers
For the purpose of generating this literature review, 

PubMed and ScienceDirect databases were searched with 
several keywords to identify relevant studies to be included. 
The keywords used were the following:
1. Cinnamon
2. Cinnamomum zeylanicum
3. C. cassia
4. Type 2 diabetes mellitus
5. Fasting blood sugar (FBS)
6. HbA1c
7. Glycemic =control

The primary outcome measure was the blood sugar levels 
(either FBS or HbA1c or serum insulin) whereas changes 
in weight status and patients’ lipid profile were secondary 
outcomes of interest.

The inclusion and exclusion criteria were designed in 
a way that would make it possible to precisely answer the 
research question. Since we are intending to evaluate the 
effect of an intervention in our literature review, the study 
design offering the most reliable and strong evidence would 
be randomized controlled clinical trials (RCTs), therefore full 
text clinical trials which were published till November 2022 
involving adult patients and measuring changes in blood 
sugar levels as their primary outcome were searched for to 
be included.

Exclusion criteria were animal studies, studies not 
measuring outcomes of interest, studies done on non-diabetic 
adults, and systematic reviews. Studies involving pediatric 
and adolescent populations were also excluded from the 
study.

No limits were set for language or year of publication to 
gather most of the available evidence.

For the purpose of evaluation of outcomes, statistical 
significance was considered to be achieved when p < 0.05 
and clinically significant changes were considered to be the 
following cutoff points for each of the variables:

Table 1
PICO Analysis

PICOs Criteria
Population Type II diabetic patients (adults)
Intervention Cinnamon powder consumption 
Comparator Placebo/control group
Outcome Primary outcomes: glycemic markers (FBS, 

HbA1c, serum insulin)
Secondary outcomes: Body weight (BMI), 
lipid profile (TC, TG, LDL, HDL)

Setting Randomized controlled trials
FBS: Fasting blood sugar, HbA1c: Glycated hemoglobin, BMI: Body mass index,  
TC: Total cholesterol, TG: Triglycerides, LDL: Low-density lipoprotein, HDL: 
High-density lipoprotein
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a. 0.5% reduction on HbA1c levels.(Lameijer, et al., 2020)
b. 10% reduction in low-density lipoprotein (LDL) levels.
c. 10% increase in high-density lipoprotein levels.
d. 30% reduction in triglyceride levels (Bradley, et al., 2009).

B. Data Extraction
Data extracted from each of the included studies for 

authors, year of publication, study design, region where 
study is carried out, number of participants, participant 
gender and age distribution, oral medication use, duration of 
diabetes, insulin use, outcomes measured, amount and form 
of cinnamon used, duration of cinnamon intake, blood sugar 
readings, lipid profile values, and weight changes.

C. Quality Assessment of the Studies
The quality of the RCTs was assessed using the Jadad 

scale (Jadad, et al., 1996), based on three components, 
randomization, double blinding, and description of withdrawals 
with scores ranging from 0 to 5. Trials scoring three or greater 
were considered to be high in quality, whereas scores of two 
or less indicated low quality. Detailed description and the 
checklist of Jadad scale are shown in Appendix 1.

III. Results
A. Search Rsults, Study Characteristics and Quality 

Assessment
As a result of the initial searches, 44 clinical trials were 

identified from both PubMed and ScienceDirect databases, 12 

of which were duplicates. By limiting the search to in vivo 
studies carried out on adults and screening the abstract of the 
studies against the remaining inclusion and exclusion criteria, 
ten studies were eligible to be included in this review.

The detailed strategy of study inclusion can be depicted in 
the following flowchart (Fig. 1).

B. Quality Assessment of Included Studies
According to Jadad scoring scheme, nine of the ten 

included studies were regarded to be high in quality, while 
the remaining one study being low in quality. The detailed 
scoring scheme of each study is shown in Table II.

C. Characteristics and Findings of Included Studies
The sample sizes among the studies ranged from 44 to 140 

and collectively involved 861 diabetic patients. The studies 
were carried out across four continents in the following 
countries: Iran (n = 3), USA (n = 2), Brazil (n = 1), UK 
(n = 1), China (n = 1), Germany (n = 1), and Pakistan (n = 1).

Nine studies measured changes in FBS and HbA1c levels 
and five studies measured serum insulin levels. In terms 
of secondary outcome measures, seven studies measured 
lipid profile readings while only four studies looked into 
measuring body mass index (BMI) of the study subjects.

Four studies utilized C. cassia as their cinnamon species, 
whereas one study used cinnamomum verum species. The 
remaining studies did not mention what species they have 
used. Regarding the form of the cinnamon, the majority 
of studies used the powder form (n = 8) whereas the other 

Fig. 1. The search strategy and identification of papers of interest.
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ones used extracts (n = 2) with varying doses. The time of 
the interventions ranged from just over a month to up to 
4 months, with most studies conducting their intervention 
over a period of 3 months. The full characteristics of the 
included studies and their main findings are depicted in 
Tables III and IV, respectively.

D. Effect of Cinnamon on Glycemic Control (Primary 
Outcome Measures)

FBS
Of the nine studies that measured FBS levels, the intake of 

cinnamon was successful in producing statistically significant 
reductions in five studies only. The reductions ranged 
between −0.56 and −1.9 mmol/L with most reductions being 
obtained from the study done by Khan, et al. in Pakistan 
(Khan, et al., 2003), in contrast, the four remaining studies 

only recorded none to very modest reductions that did not 
reach statistical significance.

Only two studies explored the intervention with cinnamon 
in different dosages, Khan, et al. have looked into three 
different quantities of cinnamon powder in their study, the 
patients showed similar reductions in FBS regardless of 
which dose was used (Khan et al., 2003). Conversely, Lu, 
et al. who have used cinnamon extract in their intervention, 
found that a greater reduction in FBS was observed when a 
higher dose of cinnamon was used (Lu, et al., 2012).
HbA1c

Similar to FBS values, HbA1c measured in five studies 
brought about significant reductions ranging between −0.21% 
and −0.93% as compared to the pre-intervention values, 
the remaining four studies failed to demonstrate significant 
changes in HbA1c levels. Only one study has tested the 

Table II
Quality Assessment of Included Studies by Jadad Scale.

Study Was the study 
randomized (0/1)

Was the randomization 
appropriate (0/1)

Was the study 
double blinded (0/1)

Was double blinding 
method appropriate (0/1)

Description of 
withdrawals and dropouts

Total score

(Khan, et al., 2003) 1 0 0 0 0 1
(Mang, et al., 2006) 1 0 1 1 1 4
(Blevins, et al., 2007) 1 0 1 1 1 4
(Crawford, 2009) 1 1 0 0 1 3
(Akilen, et al., 2010) 1 1 1 1 1 5
(Lu, et al., 2012) 1 0 1 1 1 4
(Mirfeizi, et al., 2016) 1 1 1 1 1 5
(Talaei, et al., 2017) 1 0 1 1 1 4
(Zare, et al., 2019) 1 1 1 1 1 5
(Lira Neto, et al., 2021) 1 1 1 1 1 5

Table III
Characteristics of Included Studies

Author/Year of 
publication

Country Study 
design

No. of 
participants

Mean age/ 
Gender

Oral medication 
use for diabetes

Insulin use Duration of 
diabetes

Outcomes measured

Khan, et al., 2003 Pakistan RCT 60 52.2
50% female

Yes No 7 years FBS
TC, TG, LDL, HDL

Mang, et al., 2006 Germany RCT 79 63.25
32% female

Some patients took 
oral medications

No 7 years FBS, HbA1c
TC, TG, LDL, HDL

Blevins, et al., 2007 USA RCT 57 Not given
51% female

Yes No Not mentioned FBS, HbA1c
TC, TG, LDL, HDL, 
serum insulin

Crawford, 2009 USA RCT 109 60.3
42% female

Yes Some patients 
used insulin

Not mentioned HbA1c

Akilen et al., 2010 UK RCT 58 54.9
57% female

Yes No Not mentioned FBS, HbA1c
TC, TG, LDL, HDL
WC, BMI

Lu, et al., 2012 China RCT 69 62
62% female

Yes No Not mentioned FBS, HbA1c
TC, TG, LDL, HDL

Mirfeizi, et al., 2016 Iran RCT 105 54
77% female

Yes No Not mentioned FBS, HbA1c
TC, TG, LDL, HDL, 
serum insulin, BMI

Talaei, et al., 2017 Iran RCT 44 57.6
61.5% female

Yes Some patients 
used insulin

<8 years FBS, HbA1c
Serum insulin

Zare, et al., 2019 Iran RCT 140 52.5
46% female

Yes No Not mentioned FBS, HbA1c
TC, TG, LDL, HDL, 
serum insulin, BMI

Lira Neto, et al., 2021 Brazil RCT 140 61.3
69.3% female

Yes No Not mentioned FBS, HbA1c,
serum insulin

FBS: Fasting blood sugar, TC: Total cholesterol, TG: Triglycerides, LDL: Low-density lipoprotein, HDL: High-density lipoprotein, BMI: Body mass index.
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Table IV
Main Findings of Included Studies

Author/Year of 
publication 

Form of cinnamon 
used

Amount of 
cinnamon 
consumed

Duration of 
cinnamon use

Glycaemic status Lipid profile (all units in 
mmol/L)

Weight status

Khan, et al., 2003 C. cassia powder 1 g
3 g
6 g

40 days FBS
1 g: −1.9 mmol/L
3 g: −1.5 mmol/L
6 g: −1.6 mmol/L
(p<0.05)

TG:
1g: -0.58, 3g: -0.59, 6g: 0.41

TC:
1 g: −0.82, 3 g: −1.48, 6 g: 0.44

LDL:
1 g: −0.31, 3 g: −0.8, 6 g: 0.15

HDL: Significant changes only in 
3 g group

N/A

Mang, et al., 2006 Aqueous cinnamon 
extract

1 g 4 months FBS: −1.11 mmol/L 
(p<0.05)
HbA1c: NS

TC, TG, LDL, HDL: NS N/A

Blevins, et al., 2007 C. cassia powder 1 g 3 months FBS, HbA1c, serum 
insulin: NS

TG, TC, LDL, HDL: NS BMI: NS

Crawford, 2009 C. cassia powder 1 g 3 months HbA1c: −0.83% (p<0.05) N/A N/A
Akilen, et al., 2010 C. cassia powder 2 g 3 months FBS: NS

HbA1c: −0.36%(p=0.002)
TC, TG, LDL, HDL: NS BMI: NS

Lu, et al., 2012 Cinnamon extract Low dose: 120 
mg (from 4.8 g 

cinnamon)
High dose: 360 
mg (from 14.4 g 

cinnamon)

3 months FBS:
Low dose: −1.02 mmol/L 
(p<0.01)
High dose: −1.62 mmol/L 
(p<0.01)
HbA1c:
Low dose: −0.67% 
(p<0.01)
High dose: −0.93% 
(p<0.01)

TG reduced in low dose group 
only (-0.78 mmol/L)
TC, LDL, HDL: NS

N/A

Mirfeizi, et al., 2016 Cinnamon powder 1 g 3 months FBS: NS
HbA1C: NS
Serum insulin: NS

TG, TC, LDL, HDL: NS BMI: −0.6 
kg/m2 
(p=0.026)

Talaei, et al., 2017 Cinnamon powder 3 g 2 months FBS: NS
HbA1c: NS
Serum insulin :NS

N/A N/A

Zare, et al., 2019 Cinnamon powder 1 g 3 months FBS: −0.73 mmol/L 
(p<0.001)
HbA1c: −0.27% 
(p<0.001)
Serum insulin: −1.77 
mIU/L (p<0.001)

TG: NS
TC: −0.41 (p<0.001)

LDL: −0.15 (p=0.018)
HDL: +0.03 (p=0.038)

BMI: −0.53 
kg/m2 
(p<0.001)

Lira Neto, et al., 2021 Cinnamomun verum 
powder

3 g 3 months FBS: −0.56 mmol/L 
(p=0.001)
HbA1c: −0.21% 
(p=0.001)
Serum insulin: NS

N/A N/A

NS: Non-significant

effect of different doses of cinnamon on HbA1c levels and 
has found a dose response relationship i.e. as the dose of 
cinnamon increased, a greater reduction of HbA1c value 
was observed (Lu, et al., 2012). Zare, et al. have found that 
baseline BMI value of the subjects influenced the reduction 
in HbA1c levels by cinnamon, subjects with BMI higher than 
27 had better HbA1c reductions as compared to lower BMI 
subjects (Zare, et al., 2019).
Serum insulin

The majority of the studies (four out of five) have failed to 
find any role of cinnamon in reducing serum insulin levels. 
On the contrary, in the study by Zare, et al., cinnamon was 
successful in reducing serum insulin by -1.77 mIU/L (Zare, 
et al., 2019).

E. Effect of Cinnamon on Secondary Outcome Measures

Lipid profile
The vast majority of studies failed to show significant 

changes in lipid profile values for cinnamon intervention. 
Merely in the studies of Khan, et al. and Zare, et al., 
cinnamon had a significant effect on lipid profile (Khan, 
et al., 2003; Zare, et al., 2019). Similar to HbA1c status, 
Zare, et al. have noticed that the efficacy of cinnamon in 
decreasing lipid parameters was also influenced by baseline 
BMI of the subjects, subjects with a BMI of 27 or more had 
greater reductions in lipid profile as compared to subjects 
with BMI lower than 27 (Zare, et al., 2019). In regards to 
clinical significance, only the study done by Khan, et al. 
had satisfactory reduction percentages to indicate clinically 
significant results (Khan, et al., 2003).
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Weight status (BMI)
Four studies have explored the role of cinnamon in 

controlling weight status in diabetic subjects. Blevins, et al. 
and Akilen, et al. whose subjects had a baseline BMI in the 
obese category (BMI > 30 kg/m2) did not record a significant 
decrease in BMI in their interventions (Blevins, et al., 2007; 
Akilen, et al., 2010). Conversely, Mirfeizi, et al. and Zare, 
et al. have demonstrated a positive impact of cinnamon on 
BMI levels of their subjects, it is worth to mention that the 
subjects in both studies had a baseline BMI in the overweight 
category (BMI between 25 and 30 kg/m2) (Mirfeizi, et al., 
2016; Zare, et al., 2019).

IV. Discussion
This literature review aimed to explore the effect of 

cinnamon on the glycemic status of diabetic patients as well 
as its effect on lipid profile and weight status.

A. Effect of Cinnamon on Glycemic Control
Overall, from the data available, it is difficult to draw a 

definite conclusion about the effect of cinnamon in improving 
glycemic control in type II diabetic patients. The conflicting 
results obtained from the different studies may have been due 
to the different sources, doses, and forms of which cinnamon 
was used in each study as well as the different patient profile 
including their age, diabetes status, and baseline values. 
Another reason would be the variability of diet, exercise 
patterns, pharmacotherapy and poor drug compliance of the 
patients among the studies, all those could have acted as 
confounders that led to dissimilar results.

The number and type of antihyperglycemic medications 
taken by study subjects were highly variable among the 
studies despite the attempt of some studies to control that by 
distributing subjects with similar medication number and type 
to both intervention and control groups, and excluding subjects 
that had a medication type/dosage change. This may have acted 
as a confounding factor in influencing the final outcomes.

Looking into the findings of all studies, its noticeable than 
Khan, et al. have recorded the highest reductions in FBS. The 
population of Khan’s study compared to all other studies had 
very high baseline FBS levels indicating that their diabetes 
was poorly controlled, this may have been the reason why 
such great reductions were observed after intervention 
with cinnamon. This is an indication that cinnamon may 
be more effective in reducing FBS in poorly controlled 
diabetic patients rather than patients with well controlled 
diabetes. However, the findings from Khan et al. should be 
interpreted with caution because of the poor methodological 
and reporting quality of the study (Jadad score = 1) as the 
dropouts and exclusion rates of the subjects was not reported, 
the adherence of the subjects to take cinnamon tablets were 
not assessed, and the study was not blinded. All of these 
issues may have given rise to various biases and affected the 
outcomes of the study (Khan, et al., 2003).

Several mechanisms have been proposed to explain 
the antihyperglycemic effect of cinnamon. Studies have 

shown that cinnamon can act as an insulin secretagogue 
stimulating insulin release as well as activating enzymes 
that are responsible for glucose metabolism, glycolysis, 
and gluconeogenesis. It also enhances glucose uptake by 
the cells, all of which contribute to its hypoglycemic effect 
(Gupta Jain, et al., 2017; Governa, et al., 2018).

A systematic review and meta-analysis which was 
carried out in 2012, has shown cinnamon to be effective in 
significantly reducing FBS by −0.84 mmol/L and HbA1c by 
0.09% (Akilen, et al., 2012), they have stated that cinnamon 
could be a promising adjunct in diabetes management. 
However, since 2012, there have been several RCTs 
published in this field and if taken into account, may alter 
their final conclusions. Furthermore, from a clinical point of 
view, a decrease of 0.09% is much <0.5% cut off value and 
is unlikely to induce much improvement clinically.

Similarly, in another systematic review of 10 RCTs, Allen, 
et al. have found that cinnamon had a significant effect on 
reducing FBS whereas they could not find any influence of 
cinnamon on the long term control of blood sugar levels 
as they could not detect any significant changes in HbA1c 
levels (Allen, et al., 2013).

Conversely, according to a more recent review, cinnamon 
was ineffective in having any effect on glycemic markers 
(FBS and HbA1c) (Mandal, et al., 2021). The major 
drawback from this review was the sole inclusion of studies 
using whole cinnamon or its powder, studies utilizing 
cinnamon extracts as well as studies using C. zeylanicum 
species as their cinnamon were excluded from their analysis.

B. Effect of Cinnamon on Lipid Profile
Close to the findings of glycemic status, cinnamon 

intervention also had conflicting outcomes in its influence 
of lipid profile parameters. In the seven studies measuring 
lipid profile, three have shown that cinnamon had an effect 
in reducing triglyceride (TG) levels and two only were 
successful to show an impact on total cholesterol (TC) and 
low-density lipoprotein (LDL).

One of the factors that may have possibly affected this 
dissimilarity is the baseline lipid profiles of the patients. 
In three studies, lipid profile values were either within the 
normal ranges or very near to normal levels to begin with, 
and this may have been the reason that cinnamon had no 
effect in improving the lipid profile readings (Blevins, et al., 
2007; Akilen, et al., 2010; Mirfeizi, et al., 2016).

A recent systematic review and meta-analysis of 19 RCTs 
have showed significant lipid lowering effect (TG, TC, and 
LDL-C) of cinnamon in type II diabetes patients (Jamali, 
et al., 2020). However, they have shown this effect to be 
more pronounced in studies that have lasted for <2 months. 
This may be a reason why our results are not in alignment 
with their findings as most of the included studies in this 
review have durations of more than 2 months.

In vitro studies have demonstrated lipid lowering activity 
of cinnamon and it has been attributed to its cinnamate 
content, which is a phenolic compound found in the inner 
bark. Cinnamate has reduced cholesterol levels in rats by 
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inhibiting HMG Co-A reductase enzyme activity as well as 
suppressing lipid peroxidation through enhancing the activity 
of hepatic antioxidant enzyme (Lee, et al., 2003; Amin and 
Abd El-Twab, 2009).

Only a few systematic reviews have been carried out to 
assess the effectivity of cinnamon in improving lipid profile 
in diabetic patients. A review by Allen et al. have concluded 
that cinnamon had no significant effect on lipid profile in 
patients with type II diabetes (Allen, et al., 2013). In 2018, 
another systematic review was carried out and the added 
evidence from randomized controlled trials carried out in 
that 5 year gap were still unsuccessful in showing an overall 
improvement in lipid profile (Santos and da Silva, 2018).

C. Effect of Cinnamon on Weight Status (BMI)
Tackling obesity in patients with type II diabetes not only 

improves their glycemic control, but also lowers their risk 
of morbidity and mortality; therefore, weight management is 
an integral part in the management plan of type II diabetes 
(Ross, et al., 2011).

Zare, et al. and Mirfeizi, et al. have found similar 
reductions in BMI values in their interventions (−0.53 kg/
m2 and −0.6 kg/m2, respectively). These results come in 
alignment with the findings of a systematic review of 12 
trials which has quantified the decrease of BMI value 
due to cinnamon supplementation to be −0.51 kg/m2 
(Mousavi, et al., 2020).

Cinnamaldehyde, the compound that gives cinnamon its 
flavor, is thought to be responsible of the antiobesogenic effect 
of cinnamon (Camacho, et al., 2015). The antiobesogenic 
effect of cinnamon has been explained by several 
mechanisms. Animal studies have shown that cinnamon 
could inhibit the differentiation of adipocytes, induce fatty 
acid oxidation, act as an antagonist at cannabinoid receptors, 
and may also affect intestinal lipid absorption (Mollazadeh 
and Hosseinzadeh, 2016).

D. Strengths and Limitations
The main strength of the study is its inclusiveness, no time 

or language limits were set in including the studies for this 
review, and this allowed for the most relevant evidence to 
be collected. Furthermore, the included studies are divided 
across four continents which enhance the diversity of 
the population and make the finding more generalizable/
applicable to the global population.

Quality wise, as it is also evident from the Jadad scores, 
the majority of the studies were of very high quality, hence 
their findings can be depended upon to assess the impact 
of cinnamon in type II diabetes. Additionally, the greater 
part of the included studies had robust follow-up strategies 
to ensure that all their subjects adhered to the intervention 
for the full duration. They have excluded any subject who 
have been incompliant to efficiently reflect the impact of the 
intervention.

This review is not void from limitations, starting with 
addressing the stage of diabetes, most of the studies did 
not mention for how long their subjects had diabetes, also 

patients with complications or on insulin therapy were 
mostly excluded. Another limitation was that none of the 
interventions assessed the long term effectivity of cinnamon 
nor its safety in prolonged use.

V. Conclusion and Recommendations
There is no coherent evidence to decide about the 
antihyperglycemic, lipid lowering, and weight reducing 
effects of cinnamon in type II diabetic patients. Cinnamon 
has been effective in improving glycemic markers only in 
patients with poor baseline values, cinnamon also achieved 
better results in patients with higher BMI (>27) compared to 
the lower BMI (<27).

We recommend further studies to be carried out in different 
stages of diabetes to draw definite conclusions about the 
effect of cinnamon in glycemic control. In addition, studies 
with longer durations are required to determine the long-term 
effect and toxicity of cinnamon supplementation in type II 
diabetes.
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Appendix

Jadad score for assessing the quality of randomized 
controlled trials (RCT)

The Jadad scale is calculated using the seven items in 
the table below. The first five items are indications of good 
quality, and each counts as one point towards an overall 
quality score. The final two items indicate poor quality, and a 
point is subtracted for each if its criteria are met. The range 
of possible scores is 0–5.

1. Was the study described as randomized (this includes words 
such as randomly, random, and randomization)?

 Yes=1, No=0
2. Was the method used to generate the sequence of 

randomisation described and appropriate (table of random 
numbers, computer-generated, etc.)?

 Yes=1, No=0
3. Was the study described as double blind?
 Yes=1, No=0
4. Was the method of double blinding described and appropriate 

(identical placebo, active placebo, dummy, etc.)?
 Yes=1, No=0
5. Was there a description of withdrawals and dropouts?
 Yes=1, No=0
6. Deduct one point if the method used to generate the sequence 

of randomization was described and it was inappropriate (for 
example, patients were allocated alternately, or according 
to date of birth, and hospital number).

 Described but inappropriate = -1, Described and appropriate = 0

7. Deduct one point if the study was described as double blind 
but the method of blinding was inappropriate (for example, 
comparison of tablet vs. injection with no double dummy).

 Described but inappropriate = -1, Described and 
appropriate = 0

Randomization
A method to generate the sequence of randomization will 

be regarded as appropriate if it allowed each study participant 
to have the same chance of receiving each intervention and 
the investigators could not predict which treatment was next. 
Methods of allocation using date of birth, date of admission, 
hospital number or alternation should be not regarded as 
appropriate.

Double blinding
A study must be regarded as double blind if the word “double 

blind” is used. The method will be regarded as appropriate if it 
is stated that neither the person doing the assessments nor the 
study participant could identify the intervention being assessed, 
or if in the absence of such a statement the use of active 
placebos, identical placebos or dummies is mentioned.

Withdrawals and dropouts
Participants who were included in the study but did not 

complete the observation period or who were not included in 
the analysis must be described. The number and the reasons 
for withdrawal in each group must be stated. If there were no 
withdrawals, it should be stated in the article. If there is no 
statement on withdrawals, this item must be given no point.
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Abstract—Technology has dominated a huge part of human 
life. Furthermore, technology users use language continuously to 
express feelings and sentiments about things. The science behind 
identifying human attitudes toward a particular product, service, 
or topic is one of the most active fields of research, and it is called 
sentiment analysis. While the English language is making real 
progress in sentiment analysis daily, other less-resourced languages, 
such as Kurdish, still suffer from fundamental issues and challenges 
in Natural Language Processing (NLP). This paper experiments 
with the recently published medical corpus using the classical 
machine learning method and the latest deep learning tool in NLP 
and Bidirectional Encoder Representations from Transformers 
(BERT). We evaluated the findings of both machine learning and 
deep learning. The outcome indicates that BERT outperforms all 
the machine learning classifiers by scoring (92%) in accuracy, which 
is by two points higher than machine learning classifiers.

Index Terms—Bidirectional Encoder Representations from 
Transformers, Deep learning, Machine learning, Natural 
language processing, Sentiment analysis, Transformers.

I. Introduction
The text classification method in natural language 
processing (NLP) is one of the approaches of identifying 
the emotions in text. The field has gained more popularity 
since the emergence of social platforms such as Twitter and 
Facebook (Hoang, Bihorac, and Rouces, 2019). It has been 
tackled very well in the English Language. Conversely, the 
work done in the Kurdish language remains in its infancy; 
thus, more cooperation and contributions are required from 
research communities to offer a mature sentiment analysis 
system in Kurdish. The previous Kurdish sentiment analysis 
works mostly centered on classical machine learning 
classifiers. In general, these classical methods are considered 
to be super-fast and simple. Due to feature engineering, their 

performance firmly hangs on the feature selection before 
training.

Later on, deep learning was developed as a popular 
alternative to traditional machine learning methods because 
of its excellence in NLP tasks like text classifications 
(Collobert, et al., 2011). The main idea of deep learning 
algorithms is the automated extraction of representations 
from data (LeCun, et al., 2015).

The previous methods, for instance, a bag-of-words (BOW) 
and a Term Frequency Inverse Document Frequency (TF-IDF) 
approach, statistically represent word frequency in documents. 
Therefore, they could not recognize the relationship between 
different keywords in a document as inherently statistical 
methods. Consequently, Word Embedding methods emerged 
to help solve this issue by representing words as mathematical 
vectors in a multidimensional space. Usually, these vectors 
provide vital information about the associations between 
words. Numerous studies on word embedding proved that 
pre-trained word embedding models, such as word2vec 
(Mikolov, et al., 2013) and GloVe (Pennington, Socher, and 
Manning, 2014) and Bidirectional Encoder Representations 
from Transformers (BERT) (Devlin, 2018), can significantly 
enhance text classification and other NLP tasks.

BERT is based on a multi-layer bidirectional transformer 
(Vaswani, et al., 2017). BERT is pre-trained on a large 
corpus of multilingual data in a self-supervised pattern, 
which implies that it was only pre-trained on the raw text 
independence of humans, labeling them in any way. It uses 
an automatic process to generate inputs and labels from 
those texts. Google Search Team has pre-trained BERT with 
12 layers and 768 hidden dimensions per single token. Bert’s 
total parameter equals 110 million parameters (Devlin, 2018).

In this study, we use BERT to classify Kurdish texts. We 
begin by comparing the BERT’s performance with traditional 
machine learning methods that have been extensively utilized 
in earlier publications. The rest of this paper is structured 
in this way. We examine the literature on classifying 
Kurdish texts in the next part. Then, we apply a customized 
BERT-Multilingual model to the medical corpus and compare 
the outcomes with text categorization methods based on 
machine learning. The conclusion of this study will be 
included in the final section.
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II. Related Works
Kurdish language has more than 30 million speakers around 

the globe and is categorized as one of the less-resourced 
languages, particularly in the field of NLP (Esmaili, 2012). 
Unlike English, mountainous works have been done in 
different areas of NLP; the sentiment analysis process in 
Kurdish is still in its early stages. So far, only one research 
study has been carried out in this direction. Two Kurdish 
researchers, Salam Abdulla and Mzhda Hiwa Hama, carried 
out the work. Their work entitled “Sentiment Analyses for 
Kurdish Social Network Texts using Naive Bayes Classifier’ 
(2015)”. Their data contained 15k tweets containing positive 
and negative labels, distributed half for each tag. The result 
was achieved using Naïve Bayes (0.66) (Abdulla and Hama, 
2015). In addition to this, the corpus is not available online. 
Moreover, their corpus was not trained in deep learning tools.

III. BERT Architecture
BERT, which stands for Bidirectional Encoder 

Representations from Transformers, is a transformers model 
pre-trained on a large corpus of multilingual data in a self-
supervised fashion, which means that it was pre-trained on 
the raw texts only, independence of humans labeling them in 
any way with an automatic process to generate inputs, and 
labels from those texts. Google Search Team has pre-trained 
BERT with 12 layers and 768 hidden dimensions per single 
token. Bert’s total parameter equals 110 million parameters 
(Devlin, 2018). The architecture of the model is displayed in 
Fig. 1.

Moreover, BERT requires its input token sequence to have 
a specific format. The first token of every sequence should 
be assigned as (CLS) (classification token), and there should 
be a (SEP) token (separation token) after every sentence to 
achieve the same format (Ling, 2020). To construct an input 
representation for a token, a sum is applied to its token, 
segment, and position embeddings. An illustration of this 
construction is shown in Fig. 2.

BERT is widely implemented in text classification for 
other resourceful languages. Since it gives high accuracy 
compared to traditional machine learning algorithms due to 
having many layers, as shown in Fig. 3.

As illustrated in Fig. 3, the first is called Input, the input layer. 
This layer accepts the initial word embedding and delivers it into 
BERT. The second part is 𝐵𝐸𝑅𝑇 which is the pre-trained BERT 
model. The output of this part is the final word embedding of 
each input token. The last part is predict. In this part, the hidden 
representation is passed to a dense layer followed by 𝑠𝑜𝑓𝑡𝑚𝑎𝑥. 
The 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 is applied along the dimension of the sequence. 
Mathematically, the 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 function takes input as a vector of 
K real numbers and normalizes it into a probability distribution 
consisting of K probabilities proportional to the exponentials of 
the input numbers. The output is the probabilities of each label 
(Ling, 2020)

IV. Methodology
The dataset used in this paper contains social media 

comments written in the Kurdish language. Because many 
users used Arabic-supported keyboards built-in on their 
mobile devices when commenting on videos, posts, and 
pictures. For example, in the Arabic letter “ۆ” is absent. If 
users intend to type words that have the letter “ۆ,” they write 
 This dictation error causes the ”.خۆش“ instead of ”خوش“
machine learning classifiers, BOW and Bert, which use the 
tokenization process to understand those two words when 
they are a single word.

Pre-processing is an essential phase of machine learning 
and deep learning. The pre-processing helps the classifiers 
to provide better results. From a morphological perspective, 
Kurdish is a language with numerous attachments, such as 
Arabic and Persian. Knowing the extension might give 
information about the pronouns, the plurality, and the location 
pre-positionally (Cieliebak, et al., 2017). Thus, pre-processing 
would be challenging since the language has progressed 
in NLP. Luckily, we could use the python KLPT toolkit 
developed by Ahmadi (2020). The libraries on KLPT helped 
us with normalization, standardization, and tokenization. It is 
essential to know that there are no special libraries to point 
out stop-words in the Kurdish language. We created the stop-
word lists and implemented them on the corpus. The dataset 
includes a collection of raw comments from Kurdish social 
media users. The initial cleaning of the dataset included the 
removal of URLs, not-Kurdish alphabetical, emojis, and 
numbers. However, there are no mentions of using software 
or a library to accomplish this. We used the KLPT library to 
perform the following process;
1. Normalization for unifying dialects and scripts based on 

different encodings
 For example
 Unnormalized texts - "دکتور کیان ٤٥ رۆزە نەشتە رکە ریم کردوە "
 Normalized text "دکتور کیان 45 روزە نەشتەرکەریم کردوە"
2. Standardization – When given a normalized text, it 

returns standardized Kurdish text according to Sorani’s 
recommendations.Fig. 1. The architecture of the model.
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 For instance
 Unstandardized text - "دکتور کیان 45 روزە نەشتەرکەریم کردوە"
 Standardized text- "دکتۆر گیان 45 رۆژە نەشتەرگەریم کردووە"
3. Tokenization refers to slicing sentences into words and 

putting them in a list.
 For example, the tokenization of the example above is 

[’دکتۆر’, ’▁گیان▁’, ’45’, ’رۆژە’, ’نەشتەرگەریم’, ’کردووە‘]

Luckily, the library’s documentation would help us 
construct a scientific set of vocabulary, which would be 
crucial to the machine learning classifiers when using BOW 
and for Bert to find the tokens of each language in the pre-
trained model.

We implement HuggingFace, a BERT-multilingual tokenizer, 
and its model on the input data. Our data are tokenized before 
being used for training by fine-tuning the BERT model. The 
process of fine-tuning Bert begins with stacking multilingual-
BERT with five multilingual-BERT layers. We add a dense 
layer with a softmax activation function in the next step. 
A binary cross-entropy loss function was also used to 
minimize the errors while training our models (Zahera, et al., 
2019). Compared to the original BERT, the fine-tuned model 
requires much less time to train. Furthermore, fine-tuning 
BERT assists us with training a model to good performance 
on a much smaller amount of training data. Finally, this simple 
fine-tuning procedure (typically adding one fully connected 

layer on top of BERT and training for a few epochs) was 
shown to achieve a state of the art results with minimal task-
specific adjustments for a wide variety of tasks: Classification, 
language inference, semantic similarity, question answering, 
etc. Rather than implementing custom and sometimes obscure 
architecture shown to work well on a specific task, simply 
fine-tuning BERT is shown to be a better (or at least equal) 
alternative. We reduce the max length to 128 for the BERT 
tokenizer, the batch size to 8, as shown in Fig. 4, and the 
training epochs to 3.

We experiment with decision tree and support vector 
machine (SVM) classifiers, multinomial stochastic gradient 
descent (SGD), k-nearest neighbor (kNN), SVM, Random 
Forest, and Logistic Regression. We compare their results 
with BERT, as shown in Table I. We also use a Count 
Vectorizer with a mixture of unigrams, bi-grams, and tri-
gram representations of words for our machine-learning 
methods, because of the nature of our corpus. Usually, 
medical texts contain many keywords with low frequency 
(e.g., a disease’s name or a medicine’s name). The disease or 
medicine names have been transliterated into Kurdish 
language, as displayed in Fig. 5. These words contribute 
heavily to the classification since they are often less frequent; 
their importance would be lost in a BOW approach because 
of their low frequency, which only counts the word frequency 
in documents. Furthermore, we notice that the majority of 
medical texts include words such 
as “دکتۆر، عیادە، ڤیتامین، مرهەم، لیزەر، فیلەر، پیست.“

Data-splitting is an essential step. The method used 
for splitting the data predominantly affects the model’s 
outcome. Since our dataset is not very big, we used holdout 
to split our data. In the first phase, we used (the 80% 
train-20% test) technique. Moreover, we split the trainset 
using the Holdout technique to create a validation set. 
Having a validation set is vital, particularly in the case of 
deep learning.

V. Results and Discussion
This work’s database comprises 6756 samples distributed 

between two labels (medical and non-medical). The number 
of medical texts equals 3076, while the number of non-
medical texts is 3680 (Saeed, 2022), , as shown in Fig. 6.

Fig. 2. Input representation of BERT.

Fig. 3. BERT layers for text classification.
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We separate (4324 texts) for training and validation (1081 
texts) and keep the rest (1352 texts) for testing. A shuffling 
technique was implemented to block the model from learning 
the specific order of words and inputs and provide a more 

realistic result. Table I shows the scores achieved from 
training on the classifiers.

The corpus works well with machine learning and deep 
learning classifiers, except for KNN, with the lowest score 
of 0.57. In terms of precision, the multinomial classifier 
outperforms other classical classifiers with a score of 
0.91. Moreover, the second-best classifiers are SGD and 

Fig. 4. The design of the full fine-tuned (proposed) model.

Fig. 5. Sample texts in the corpus.

Fig. 6. The amount of data in the corpus.

Fig. 7. The accuracy PER 2 epochs.

TABLE 1
The Score of (Precision, Recall, Accuracy, and f1_score ) Metrics QF 

Each Classifier

Classifier Precision Recall Accuracy F1_score
Multinomial 0.91 0.90 0.90 0.90
SGD 0.90 0.89 0.89 0.88
Decision tree 0.85 0.85 0.85 0.85
Random forest 0.90 0.89 0.89 0.89
SVM 0.82 0.82 0.82 0.82
KNN 0.33 0.57 0.57 0.42
Logistic regression 0.89 0.88 0.88 0.87
Bert multilingual 0.92 0.92 0.92 0.92
SVM: Support vector machines, kNN: k-nearest neighbor, SGD: Stochastic gradient 
descent
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random forest, scoring 0.90. The rest of the classifiers stay 
between 0.80 and 0.89. Similarly, multinomial yields a more 
significant result than other ML classifiers for recall which is 
0.90. SGD and random forest come second by scoring one 
point lower than multinomial.

Regarding deep learning, BERT outperforms the classical 
classifier by scoring the highest point in all measurements, 
which is 0.92. the model was merely trained for ten epochs. It is 
essential to state that training the model on a higher number helps 
the model achieve a score closer to 100% for all measurements, 
as shown in Fig. 7. Furthermore, the validation loss decreases 
significantly, guaranteeing a higher accuracy score.

Training loss is a metric to evaluate how well a deep-
learning model fits the training data. On the other hand, 
validation loss specifies how well a deep learning model 
performs when evaluated against validation data. Moreover, 
the validation and training accuracy measure the model’s 
overfitting. Overfitting refers to a statistical modeling error 
that occurs when a function is too closely aligned with a 
limited set of data points. Thus, the model is only helpful 
for its initial data set and not any other data sets. Since the 
gap between training loss and validation loss is too narrow, 
as illustrated in Fig. 7, it indicates that our model is fully 
optimized and has zero overfitting cases.

In the next phase, We attempt to compare our model 
with another state-of-the-art model in the Kurdish language. 
Unfortunately, this matter has yet to be tackled by researchers 
in the language. Therefore, we sought other language models 
which are close to the English language. We discovered a 
Bert-based model in the persian language known as ParsBert. 
Moreover, we compared our fine-tuned BERT model with the 
latest ParsBert model (Farahani, et al., 2021). ParBert is a 
recent state-of-the-art model developed for persian languages. 
The pre-trained model is used for numerous tasks such as 
text classification, question-answering, and named entity 
recognition. We trained our dataset on the pre-trained model; 
the results are displayed (Table II).

Overall, it can be noted that our fine-tuned model works 
slightly better than ParsBert, particularly in the case of 
precision and F1_score. The main reason behind this is 
that the Persian language is close to the Kurdish language, 
particularly in the sense of having nearly similar alphabetical 
letters and many standard vocabularies that exited in our 
corpus, as shown in Table III. Naturally, these similarities 
helped PrasBert find the tokens for most of the lexicons in 
our corpus, which ultimately yielded high results for ParsBert.

It is worth noting that having such a model is crucial to 
the Kurdish language. Even though this is the first time, the 
Kurdish language is introduced to a pre-trained model like 
BERT. The model outperformed the state-of-the-art by fine-
tuning and using widespread softmax activation. The outcome 
achieved can add another source for the Kurdish language 
and prevent it from being labeled a less-resourced language. 
Moreover, the model can be utilized on Kurdish clinical 
websites or social media pages to separate medical and 
nonmedical questions. They can answer medical questions and 
serve their users, guaranteeing more customers. This is because 
our model can recognize non-medical text with high accuracy.

VI. Conclusion
In this paper, we experimented with the recently published 
medical corpus for the Kurdish language using machine 
learning and deep learning (BERT) to classify texts. We 
removed the stop words and irrelevant texts in the pre-
processing stage. We compared the performances of the 
deep learning method with the conventional machine 
learning classifiers. Our experiments indicate that the 
BERT-multilingual model achieved higher accuracy of 
0.92 in the text classification task and showed at least +0.2 
improvement over the traditional machine learning methods. 
For future work, we suggest using augmentation techniques 
by lemmatizing and giving the stem of the keywords in the 
input data, as this yielded higher results in other languages.
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Abstract—The goal of this paper is to assess the mutagenic 
and genotoxic potentials of avocado oil made from the fruit 
pulp of Persea Americana, a member of the Lauraceae family. 
Michigan Cancer Foundation-7 (MCF-7) cells are used in the 3-4,5 
dimethylthiazol-2yl-2,5-diphenyl tetrazolium bromide (MTT) test 
to examine the possible antiproliferative and cytostatic qualities 
of different doses of avocado oil, and MCF-7 cells are used in the 
comet assay to examine the potential cytostatic effects of avocado 
oil extracted from the avocado fruit. DNA in human breast cancer 
cells is partially damaged by avocado oil. However, DNA damage at 
low, medium, and high levels was discovered in the positive control. 
Without positive control, the DNA damage level falls in the low, 
middle, and high ranges. The MTT assay shows that avocado oil 
exerts a dose-dependent cytostatic impact on human breast cancer 
MCF-7 cells with an IC50 value of 379.2 μg/mL, which is the IC50 
value that causes genotoxicity in the comet assay.

Index Terms—Avocado oil, Persea Americana, 
Genotoxicity, Mutagenic, Cytostatic

I. Introduction
In a multistage process that involves moving from a 
precancerous lesion to a malignant tumor state, cancer 
develops when normal cells undergo the change into tumor 
cells. The interaction of a person’s genetic characteristics with 
environmental elements such as ultraviolet radiation, chemical 
elements such as cigarettes and asbestos, and biological 
elements such as viruses and bacteria leads to these alterations 
(Cragg and Newman, 2009). Deregulation of one or more 
cellular mechanisms, such as cell division and apoptosis, 
which are necessary for the healthy cells’ normal growth and 
proliferation, leads to the development of cancer (Elmore, 
2007). The main aim of medication development and candidate 
screening is to identify the differences in regulatory mechanism 
at play in cancer cells responsible for transformation and 
particularly target that mechanism (Wiman and Zhivotovsky, 
2017) Persea americana, often called avocado or gator pear, 

stands out among the fruits with exceptional dietary and 
therapeutic properties. According to earlier studies, the total 
lipid content of fruit was higher than that of seed (Matsuoka 
and Yashiro, 2018, Imran, et al., 2017).

P. americana, avocado or alligator pear, has excellent 
nutritional and medical applications. Avocado oil is a nutritious 
oil that is rich in the unsaturated fat oleic acid. It aids in the 
body’s absorption of other fat-soluble vitamins and contains 
vitamin E. It has been shown to lower low-density lipoprotein 
cholesterol and raise high-density lipoprotein cholesterol 
since it is a good source of monounsaturated fat. It contains 
high amount of fats, proteins, fibers, as well as vitamins and 
minerals such as phosphorus, sodium, magnesium, potassium, 
iron, and zinc (Orhevba and Jinadu, 2011; Oluwole, et al., 
2013). The bioactive compounds separated from P. americana 
such as linoleic acid, linolenic acid, and oleic acid are all 
present in abundance in avocado oil that is derived from 
the fruit’s pulp. In addition, it has minerals, vitamins A, 
C, D, and E, as well as -sitosterol, -carotene, and lecithin 
(IsabelleSantana, et al., 2019).

Decoctions of avocado seeds have been used in 
ethnopharmacological investigations of the Aztec and Maya 
cultures to treat gastrointestinal irregularities, diabetes, 
inflammation, and mycotic and parasite illnesses. Insecticidal, 
antibacterial, antidiabetic, and blood pressure-lowering 
properties of avocado seeds are highlighted in our prior 
review (Dabas, et al., 2011). Avocado seeds are abundant in 
polyphenols and have a wide variety of compounds in them. 
The ethanolic extract of avocado seeds contains a triterpenoid 
component, and Michigan Cancer Foundation-7 (MCF-7) 
breast cells were used to study the seed’s cytotoxic effects 
(Abubakar, Achmadi and Suparto, 2017). Dabas, et al., in 
2013, discovered that the IC50 values for the triterpenoid 
fractions were 80.1 g/mL and 99.7 g/mL, whereas the IC50 
values for the total extract were 560.2 g/mL and 107.2 g/mL, 
respectively. Kristanty, et al., in 2014, discovered that the 
cytotoxicity of aqueous and ethanolic extract of avocado seeds 
suppressed T47D breast cancer cell line. Using the comet test 
or single-cell gel electrophoresis (SCGE), one can evaluate 
DNA damage and repair in individual cells in a flexible, 
sensitive, easy-to-use, and affordable manner. In the fields of 
genotoxicity, pharmacology, and molecular investigations, it 
is necessary to detect DNA damage at the level of eukaryotic 
cells. The comet assay is useful for measuring DNA breaks at 
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apurinic and apyrimidinic locations, particularly single-strand 
DNA breaks. Cells with DNA crosslinks, base-pair damage, 
and apoptotic nuclei (Nandhakumar, et al., (2011).

Ostling and Johnson, in 1984, provided an explanation 
of DNA migration from nuclei exposed to an electric field 
under neutral conditions. Singh, et al., in 1988, significantly 
improved the specificity and repeatability of this method by 
modifying and refining it in alkaline conditions. The comet 
test has since gained popularity and developed into a widely 
used method for assessing DNA damage. The alkaline comet 
assay is the method that is most frequently used to evaluate 
DNA damage (Kaur, et al., 2011).

A quick, easy, visible, and sensitive method for 
determining and assessing DNA breakage in mammalian 
cells is the single-cell electrophoresis test, sometimes referred 
to as the comet assay (Tice, et al., 2000, Kaur, et al., 2011, 
Collins, 2003). The primary goal of the current study is to 
assess the anticancer potential of P. Americana avocado oil, 
on human breast MCF-7 cancer cell line using a variety of 
assay methodologies, including morphological investigations, 
cell viability tests, and comet assays.

II. Materials and Methods
A. Chemicals and Consumables
The human breast cancer cell line MCF-7 was bought from 

NCCS Pune in India. Fetal bovine serum (FBS), Dulbecco’s 
Modified Eagle’s Medium (DMEM), the antibiotic solution 
was from Gibco (USA), dimethyl sulfoxide (DMSO), 3-4,5 
dimethylthiazol-2yl-2,5-diphenyl tetrazolium bromide (MTT) 
was from Sigma, USA, 1X PBS was from Himedia, 96-well 
tissue culture plate, and wash beaker were purchased from 
Tarson Products Pvt Ltd, Kolkata, India.

Agarose low melting and normal melting gels, sodium 
chloride (analytical grade-AR), potassium chloride (AR), 
disodium hydrogen phosphate (AR), disodium EDTA, 
trichloroacetic acid, zinc sulfate, sodium carbonate, 
ammonium nitrate (AR), potassium dihydrogen phosphate 
(AR), tritron X 100, glycerol, and formaldehyde. Glass 
measuring cylinders, beakers, conical flasks, staining 
troughs, straining boxes, micropipettes, and tubes for 
microcentrifugation.

B. Isolation of Avocado Oil Extracted from a Pulp of 
Avocados by Cold-pressed Method

Avocado fruits were obtained a local grocery store in 
Erbil, Iraq. The following is the steps involved in making 
Avocado oil. After washing the avocados, cut them into two 
halves, then using a spoon collect the flesh of the avocado 
such that they will come out having a paste like consistency. 
Spread the avocado paste on a tray and spread with medium 
layer in thickness such that the layer is not too thick and not 
too thin. The tray is placed in a warm shady and airy area in 
the house. Avoiding placing the tray directly in the sun. After 
4 h, the top layer of the avocado paste it has a dark brownish 
color. At this stage use a spoon and mix the paste such that 
the upper layer mixes well with the layer using the spoon, 

the upper layer and lower layer of the paste are mixed well 
gently. After mixing the avocado paste is spread back on the 
tray and kept it in an airy, warm, and shady corner in the 
house. We repeat this procedure whenever we notice that the 
upper layer of the avocado has a dark brownish color. After 
the procedure is repeated, whenever noticed that the upper 
layer of the avocado became a dark brownish color. Once 
more, the mixture will include almost no avocado paste and 
only oil. Now take the avocado mixture out of the avocado.

Avoiding too dry paste may lead to difficulty in removing 
it from the tray and difficult to press out the oil. The oil using 
cheese cloth is ready and the bowl that use in collecting the oil. 
Then hold the cloth together and squeeze out the oil, there is so 
much oil coming out. The oil will be kept in an aseptic area.

C. MTT Assay
The MTT test was used to evaluate the possible cytotoxic 

and antiproliferative effects of avocado oil on human 
MCF-7cells (human breast cancer) cell lines. Al-Qubaisi, 
et al., in 2011, used the MTT experiment with a few minor 
modifications. According to the methodology, MCF-7 cell 
lines were grown in liquid DMEM supplemented with 10% 
FBS, 100 g/mL streptomycin, and 100 g/mL penicillin. These 
conditions were kept at 37°C in a 5% CO2 atmosphere.

Trypsinization was used to harvest the cultivated MCF-
7 cells, which were, then, gathered in a 15 mL tube. The cells 
were, then, seeded into a 96-well tissue culture plate at a density 
of 1 × 105 cells/mL cells/well (200 μL) in DMEM media with 
10% FBS and 1% antibiotic solution for 24–48 h at 37°C. In a 
serum-free DMEM medium, the wells were cleaned with sterile 
PBS before being treated with various doses of avocado oil. 
The cells were incubated for 24 h at 37°C in a humidified 5% 
CO2 incubator, with each sample being replicated three times.

The cells were, then, treated for a further 2–4 h with MTT 
(20 μL of 5 mg/mL) until purple precipitates were plainly visible 
under an inverted microscope. The medium and MTT (220 μL) 
were then aspirated out of the wells and rinsed with 1X PBS 
(200 μL). In addition, DMSO (100 μL) was added, and the plate 
was agitated for 5 min to dissolve the formazan crystals.

With the use of a fluorescence multi-detection reader, the 
optical density (OD) was measured at 570 nm (Thermo Fisher 
Scientific, USA). Cells that had not been treated served as a 
control. Measurements were made, and a graphic representation 
of the concentration needed to reduce viability by 50% was 
obtained. The drug concentration was plotted in the X-axis 
using the standard GraphPad prism 6.0 program, with the 
relative cell viability being represented on the Y-axis.

( ) OD testCell viability % 100
OD control

= ×

D. Comet Assay (SCGE)
 “Human MCF-7 breast cancer cells were used in the comet 

test”. In a 24-well plate, at a density of 10,000 MCF-7 cells 
were planted, and they were then cultured for 24 h at 37°C in 
a humidified 5% CO2 incubator (Nandakumar, et al., 2011). 
The wells were treated with 379.2 μg/mL of avocado oil 
sample in a serum-free DMEM medium for 24 h in a CO2 
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incubator after being treated with sterile PBS. Following 
incubation, the cells were collected using trypsinization in 
a 1.5 mL tube, and the comet assay was carried out using, 
with a few minor modifications of Nandhakumar, et al., 
(2011) techniques. First, 200 μL of 0.75% normal melting 
agarose and then 100 μL of 0.5% low melting agarose 
were progressively applied onto the microscopic slides. The 
following phase involved adding 20 μL of cell suspension 
to 60 μL of 0.5% low melting agarose, which served as the 
third layer on the slides.

After that, the slides were kept at 4°C overnight in cell lysis 
buffer (2.5 M NaCl, 0.2 M NaOH, 100 mM Na2EDTA, 10 
mM Tris-HCl, 1% Triton X-100, and 10% dimethyl sulfoxide, 
pH = 10.0). The slides were then three times submerged in 
double-distilled water, followed by a 20-min incubation with 
an unwinding solution (3M NaOH). Slides were, then, put 
into a horizontal gel electrophoresis tank with electrophoresis 
solution (1 mM Na2EDTA and 300 mM NaOH, pH = 13). 
For 25 min, the electrophoresis was carried out at 25 V (1 V/
cm, 300 mA). The slides were, then, exposed for 10 min to 
neutralization buffer (0.4 M Tris-HCl, pH = 7.5), immersed 
3 times in ultrapure water, and allowed to air dry.

III. Results and Discussion
The purpose of this study was to look into the cytostatic 

effects of genuine avocado oil on MCF-7 human breast cancer 
cells. With the prevalence of malignancies, many herbal 
plant species demonstrate cytostatic activities (Parasuraman, 
Raveendran and Kesavan, 2010). Therefore, it is crucial to 
comprehend the possible toxicity of herbal plants. Some 
traditional medicinal herbs have secondary metabolite 
components that have the potential to cause cancer and/or be 
genotoxic. In developing nations, the majority of medicinal 
plants are used for homemade medicines. They provide a 
variety of nutrients and biomolecules important to human 
health (Nadin, Vargas-Roig and Ciocca, 2001). Five avocado 
fruits were used in the cold-pressed extraction of avocado 
oil from the fruit’s pulp, yielding more than 20 mL of dark 
greenish essential oil. Linoleic acid, linolenic acid, and 
oleic acid are all present in abundance in avocado oil that 
is derived from the fruit’s pulp. In addition, it has minerals, 
vitamins A, C, D, and E, as well as sitosterol, carotene, 
and lecithin (IsabelleSantana, et al., 2019). Sterols and 
hydrocarbons made up the majority of P. americana fruits. 
The smallest components in the fruit other than that seed 
of P. americana were derivatives of other types of sterols, 
including campesterol, stigmasterol, and sitosterol.

Lipid components are the avocado fruit’s most significant 
attributes. Five to six fatty acids are present in substantial 
concentrations in avocado fruits. These acids include 
the monounsaturated fatty acids (MUFA) oleic acid and 
palmitoleic acid, the polyunsaturated fatty acids (PUFA) 
linoleic acid and linolenic acid, as well as the saturated fatty 
acids (SFA) palmitic acid and stearic acid. Oleic acid, which 
was the most prevalent MUFA at both sites, makes up more 
than 50% of the total lipids. According to McDaniel, et al., 
(2008), “avocados have been found to have a fruit oil that 

is high in MUFAs (MUFA), PUFA, and SFAs, with 71% 
MUFA, 13% PUFA, and 16% SFAs.”

A. MTT Assay
MCF-7 cells were tested using the MTT assay to determine 

their cytotoxicity against human breast cancer cells. Human 
breast MCF-7 cells’ ability to proliferate was decreased by 
avocado oil. Fig. 1 shows the MTT assay findings. Within 
24 h, the proliferation of cells toward MCF-7 cells was 
inhibited at different concentrations (31.25–1000 μg/mL). 
The IC50 value of avocado oil for MCF-7 cell lines at 24 h 
was 379.2 μg/ml. MTT was a water-soluble substance that 
the live cell can take up. For calorimetric measurement, a 
water-insoluble blue formazan that was the reduction product 
of MTT must be dissolved. Effects of avocado oil on human 
breast cancer cells that suppress cancer cell growth (MCF-
7), it exhibited the most cytotoxic effects. Due to the oil’s 
bioactive components, particularly MUFA such as oleic acid 
and linoleic acid, the antiproliferative properties of avocado 
oil are enhanced. Avocado oil has an IC50 of 379.2 μg/mL, 
with MCF-7 cells being the most sensitive. MCF-7 cells were 
used in this experiment due to their sensitivity to growth 
inhibition caused by avocado oil. To find out how normal, 
non-tumorigenic cells respond to avocado oil in terms of 
growth.

As shown in Fig. 2a, the untreated MCF-7cells maintained 
their original morphology and close closeness to one another 
even when the incubation time was extended to 24 h. In 
contrast, after being exposed to avocado oil for 24 h, MCF-
7 cells started to lose their normal shape. The MCF-7 cells’ 
characteristic elongated spindle-shaped morphology was no 
longer visible. When the treatment was extended to 48 h, dead 
cells were discovered; more were discovered at 24 h (Fig. 2b-
g). The results of the present study show that avocado essential 
oil possesses cytostatic properties. The same observational 
results agreed with those published by Sahranavard, Naghibi 
and Ghafari (2012) and Jayaprakash, et al. (2010). Numerous 
natural compounds have been shown to be able to cause 
apoptosis in different tumor cells with human origin (Aigner, 
2002; Shiezadeh, et al., 2013). Apoptotic inducers originating 
from plants must be thoroughly screened, whether they were 

Fig. 1. Cytostatic effect assessed by 3-4,5 dimethylthiazol-2yl-2,5-
diphenyl tetrazolium bromide assay of Avocados oil (data were presented 

as the mean of triplicate determinations ± standard deviation. 
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TABLE I
Genotoxicity of Avocado Oil in Human Breast Cancer Cell Line in the 

Comet Assay

S. No Test sample Number of comet events DNA damage 
events (%)Class 0 Class 

1
Class 

2
Class 

3
Class 

4
1. Control 100 100 0 0 0 0 0 0 0 0 0
2. Treated 79.2  

μg/mL of AO 
61 58 20 26 7 5 10 8 2 3 40.5%

3. Average 59.5 23 6 9 2.5

raw extracts or part of components that have been extracted 
from their original natural plant sources (Taraphdar, Roy and 
Bhattacharya, 2001).

B. Comet Assay (SCGE)
At a concentration of 379.2 μg/mL of avocado oil, 

59.5% of cells (Class 0) showed no damage, 23% of cells 
(Class 1) showed light damage, and 9% of cells (Class 1) 
showed medium damage (Class 3). Cells in 6 and 2.5 were 
severely damaged by avocado oil (Class 2 and Class 4). The 
results are shown in Table I. The cells were stained with 
50 μL of ethidium bromide (5 mg/L), then viewed under a 
fluorescence microscope. Fluorescent slides are used to see 
ethidium bromide dyed slides. The utilization of a fluorescent 
microscope with a ×200 magnification and an excitation filter 
of 590 nm allows for the observation of ethidium bromide-
stained slides. All procedures were done in low light to prevent 
extra DNA damage (Nadin, Vargas-Roig and Ciocca, 2001).

C. Evaluation of DNA Damage
Using an ocular scale affixed to the microscope’s eyepiece, 

the length of the comet tail can be measured. Alternatively, 
the degree of damage can be visually graded from Class 0–4 
based on how the comet appears Fig. 3. Additional option is 
to use image analysis tools to quantify other DNA damage 
characteristics as the percentage of DNA damage in the head 
and tail, the length of the tail movement, the area of the tail, 
etc. Per sample, a total of 50–70 randomly chosen cells are 
examined. Comets must be chosen at random to encompass the 
entire gel. Comets observed in overlaps, air bubbles, and edges 
are discarded. Fig. 4a-c and Fig. 5 shows the comet’s length, 
tail length, head diameter, and% of DNA content in the head, 
tail, and tail movement (Collins, 2003). Twenty fatty acids were 
found in avocado oil, of which six compounds could be isolated 
from them, whereas 14 fatty acids remained unrecognized. 
According to their percentages of 8.87%, 44.61% and 6.40%, 
respectively, the discovered fatty acids were categorized as 
saturated, monounsaturated, and polyun SFAs. The discovered 
fatty acids were categorized as saturated, monounsaturated, 
and polyun SFAs. The main MUFA from the saponifiable 
materials that could be isolated was oleic acid methyl ester 
(Louw, 2012). Other secondary metabolic phytoconstituents 
such as flavonoids, alkaloids, triterpenes, glycosides, tannins, 
and steroids are among the phytochemicals found in avocado 
oil (McDaniel, et al., 2008, Cardoso, et al., 2004).

The IC50 value of avocado oil data showed that there was 
low, medium, and high damage at concentrations of 379.2 g/
mL in comet assay; this may be related to variations in cell 
physiology, such as cell cycle (Jayaprakash, et al., 2010, 

Fig. 2. Cytostatic produced by essential oil of Avocados against human breast cancer MCF-7 cells. Where, figure (a) control cells; and figure (b-g) 
essential oils of Avocados fruits (conc. 31.25–1000 μg/mL, respectively.

a

cb d

gfe
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Kaskoos, et al., 2021). Results showed that there was a 
decrease in cell damage compared with control group, there 
was less cell damage. However, a different study using the 
MTT test showed that avocado oil exhibits a strong cytostatic 
impact in a dose-dependent manner (JavedAhamad, et al., 
2021). Avocado essential oil has medicinal properties and 
has been used for many years to treat many ailments. With 
the COMET assay (Kaur, et al., 2011, Jakobsen, et al., 2009, 
Barakat, et al., 2013), it did not demonstrate total DNA 
damage. The results of this study show that genotoxicity 
is caused in Comet assay and MTT assay models by the 
original essential oil from avocado fruits. Despite the fact that 
it has antimutagenic properties, more research on molecular 
signaling pathways is needed. Barakat, et al., in 2013, proved 
that the water extract of avocado exhibited small IC50 values 
of 13.3 μg/mL in HepG-2 and 22 μg/mL in HT-29 cell lines. 
MTT assay and COMET assay, which are very sensitive 
tests for estimating DNA damage and which directly identify 

single or double strand breaks in individual cells, were used 
to evaluate the cytotoxicity and genotoxicity of avocado oil 
in human breast cancer cell lines.

IV. Conclusion
Avocado oil is an herb with medicinal characteristics, 
compared to lipid extract from the seeds, the oil from P. 
american’s fruit displayed surprisingly prominent antioxidant, 
anti-inflammatory, and anticancer properties. This could 
be explained by the substantial amounts of sterols, 
hydrocarbons, and un SFAs. This study’s MTT and COMET 
assay were used to assess the cytostatic and genotoxic effects 
of avocado oil at various concentrations. These findings 
imply that the real avocado oil exhibited low, medium, and 
high levels of DNA damage. The DNA was not completely 
damaged, though. These show that the actual avocado oils 
are mutagenic.
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Abstract—In this paper, several types of microstrip couplers are 
investigated in terms of structure, performance, and design methods. 
These planar 4-ports passive devices transmit a signal through 
two different channels. Designers’ competition has always been in 
miniaturizing and improving performance of couplers. Proposing a 
novel structure is an advantage of some previously reported couplers. 
A high-performance coupler should have high isolation and low losses 
at both channels. The common port return loss in the pass band 
should have a low value. Among the couplers, those with balanced 
amplitude and phase are more popular. The popular mathematical 
analysis methods are even/odd mode analysis, extracting the 
information from the ABCD matrix and analyzing the equivalent 
LC circuit of a simple resonator. According to the phase shift value, 
couplers are classified as 90º and correct multiples of 90º, where a 
microstrip 0º coupler can be used as a power divider. Some couplers 
have filtering and harmonic elimination features that are superior to 
other couplers. However, few designers paid attention to suppressing 
the harmonics. If the operating frequency is set in according to the 
type of application, the coupler becomes particularly valuable.

Index Terms—ABCD matrix, Branch-line, Coupler, 
Directional, Microstrip

I. Introduction
In classification, microstrip couplers can be divided into 

two main categories: branch-line and directional couplers. The 

other types of couplers are ring couplers, rate race couplers, 
etc., which have been less reported. Microstrip branch-line 
couplers (BLCs) are a type of quadrature hybrid. Many BLCs, 
Ring and rat-race couplers, have been reported using different 
microstrip structures. In (Chi, et al., 2012) interdigital radial 
cells (ring structure), in (Salehi, Noori and Abiri, 2015; 
Salehi and Noori, 2014; Rezaei, Noori and Hosseini, 2018) 
high/low impedance sections (branch-line structures), in 
(Sun, et al., 2005) discontinuous microstrip lines, in (Lai and 
Ma, 2013) interdigital series structures (rat-race structure), in 
(Tian, et al., 2019) composite planar transmission lines, and 
in (Maheswari and Jayanthy, 2022) a simple hollow rectangle 
is utilized to obtain the microstrip couplers. To miniaturize, 
the simple conventional rectangle of the branch-line coupler 
is loaded by T-shape inner stubs in (Lalbakhsh, et al., 2021). 
By bending the transmission lines in a compact space 
(instead of the conventional rectangle) a new multi-channel 
branch-line coupler is designed in (Tang and Chen, 2009). 
A 3-dB BLC is introduced in (Abouelnaga and Mohra, 
2017) with good isolation and large negative common port 
return loss in dB. However, it has not a filtering frequency 
response. To achieve the bandpass filtering couplers, coupled 
lines are a good choice which have been used in (Nie, et al., 
2019; Arriola, Lee and Kim, 2021; Noori and Rezaei, 2018; 
Shi, et al., 2016). To suppress the harmonics, the couplers 
with low-pass filtering frequency responses are designed 
in (Khan, Mehdi and Zhao, 2019; Roshani, et al., 2022; 
Kim and Kong, 2010). Two series rectangles (2-section) in 
(Shukor and Seman, 2016; Mojarrad and Basharat, 2015) and 
four series rectangles (4-section) in (Tang, et al., 2006) are 
used to design BLCs. Interestingly, where two rectangles are 
in series, there are two transmission poles (TPs) (Shukor and 
Seman, 2016; Mojarrad and Basharat, 2015) and where four 
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rectangles become series, four TPs have been created in the 
passband (Tang, et al., 2006). Similarly, several rectangular 
loops (multi-section) have been integrated in series to create 
several TPs in the bandpass in (Tang, Tseng and Hsu, 2014), 
but it occupies a large area. To reach a novel structure, the 
conventional rectangle arms are carved in (Abdulbari, et 
al., 2021). For suppressing the harmonics up to the 14th, a 
new ring coupler is introduced in (Zhang and Zhang, 2019) 
which is a precious achievement. A 90∘ hybrid coupler, 
with a large size, inspired by the structure of 2-section BLC 
is introduced in (Chiu, et al., 2014). A BLC with balanced 
magnitude and phase is indicated in (Velan and Kanagasabai, 
2016) which is obtained by a little change in the proposed 
structure in (Tang and Chen, 2009). Triple-channel BLC with 
tunable operating frequencies is presented in (Liou, et al., 
2009). A 3-dB BLC is designed in (Alhalabi, et al., 2018) to 
operate at 2.45 GHz for wireless local area networks (WLANs). 
Having very good isolation and return loss is two advantages of 
this work. Two 3-dB and 6-dB broadband BLCs working at 2 
GHz with chebyshev frequency responses have been designed 
in (Smolarz, Wincza and Gruszczynski, 2020). Another 90º 
microstrip hybrid coupler with a wide fractional bandwidth 
(FBW) of 84.3% is presented in (Sun, et al., 2019) which has 
no isolation port. The fractional bandwidth of amplitude can be 
calculated using the upper and lower cutoff frequencies S21 and 
S31. A BLC is designed in (Shukor and Seman, 2020) based on 
analyzing the substrate. This coupler works at 26 GHz which 
makes it suitable for fifth-generation (5G) applications. The 
other types of branch-line and rat-race couplers are designed 
in (Chen, Sim and Wu, 2016; Kao and Chen, 2000; Santiko, 
Saputera and Wahyu, 2016; Wang, et al., 2007; Shamsinejad, 
Soleimani and Komjani, 2018; Li, Qu and Xue, 2007).

Conventionally, a directional coupler comprises two 
parallel couple lines with four ports. A well-designed 
directional coupler should have high directivity, where, 
directivity is the ratio of forward power to reverse power. 
An ideal directional coupler will have an infinite value of 
directivity. To sample an RF signal passing in a microstrip 
transmission line the directional couplers are useful devices. 
It is utilized to couple the waves in one direction. They have 
been demanded by microwave circuits such as balanced 
mixers, antenna feeds and modulators (March, et al., 1982). 
A coupled-line capacitive-loaded directional coupler is 
designed in (Dydyk, et al., 1999). If a coupler structure 
is symmetric, the even/odd-mode phase velocities help 
to improve the isolation. According to this, a symmetric 
directional coupler using a pair of simple coupled lines 
similar to (Dydyk, et al., 1999) is proposed and analyzed (in 
terms of even/odd modes) in (Kim, et al., 2004). To realize 
a high directivity in (Kumar, et al., 2020), the structure of 
the conventional directional coupler is changed a little. Four 
coupled lines have been utilized in (Tripathi, et al., 2018) to 
improve the performance. The advantages of this coupler are 
a filtering frequency response with good directivity. Some 
directional couplers with high directivity have been reviewed 
in (Yaduvanshi and Bhatia, 2016) to show the main reason 
for poor performance. In (Kim, et al., 2001), the coupled 
parallel lines are bent in the middle and a u-shaped structure 

is created to obtain a directional coupler with good isolation 
and directivity. In (Sanna, et al., 2018) a directional coupler 
with high isolation and tight coupling is proposed. Another 
directional coupler is designed by creating a bend in the 
coupled parallel lines in (Hong and Lancaster, 2001).

In this work, we will review several types of microstrip 
couplers in terms of branch-line couplers, directional couplers, 
ring couplers, etc. The size and substrate of some couplers 
will be reviewed. Moreover, we will investigate the various 
structures of couplers which lead to reach the different types 
of frequency responses. A perfect comparison of the couplers 
performance will be down. The comparison parameters are 
coupling factor, return loss, insertion loss, magnitude and 
phase balance, filtering response, and harmonics suppression. 
Furthermore, the operating frequency and applications of 
couplers will be studied. To compare the performance of 
directional couplers, directivity will also be added. A summary 
of the useful mathematical design methods is presented too.

II. Branch-Line, Ring, and Rat-Race Couplers
The layout of microstrip conventional branch-line coupler is 
presented in Fig. 1. This coupler works at 1 GHz which is 
suitable for GSM applications. As presented, it occupies a 
large implementation area. Designers of branch-line couplers 
are always competing to make this basic structure smaller. 
A Rogers_RT_Duroid 5880 with ɛr = 2.22 is used to simulate 
the conventional structure. The frequency response of this 
coupler for two different thicknesses of substrate layer is 
depicted in Fig. 1b and c, which is clear for h = 0.381 mm 
it has the better isolation (S41) and common port return loss 
(S11). Not having a filtering frequency response is one of the 
most important problems of this conventional structure. The 
bandpass filtering response is usually created using coupled 
lines. However, if a low-pass filter (LPF) structure is used on 
the conventional coupler arms, a low-pass filtering response 
will be produced and subsequently, the harmonics can be 
suppressed (Roshani, et al., 2022).

Some structures of the BLCs with their substrate properties 
and advantages are presented in Table I. As shown, the 
structures of couplers in (Rezaei, Noori and Hosseini, 
2018; Tang and Chen, 2009; Roshani, et al., 2022) are 
novel. However, the complexity of the proposed structures 
in (Rezaei, Noori and Hosseini, 2018) and (Roshani, et al., 
2022) leads to hard fabrication and subsequently, the 
possibility of manufacturing error will be high. Contrary 
to these structures, a very simple structure is proposed 
in (Maheswari and Jayanthy, 2022) In (Lalbakhsh, et al., 
2021), six stubs were loaded inside a thin rectangular which 
led to create a low-pass filtering frequency response. The 
designed coupler in (Abouelnaga and Mohra, 2017) is built 
on a Teflon substrate. It has a relatively simple structure with 
good isolation and common port return loss. The structures 
reported in (Nie, et al., 2019) and (Khan, Mehdi and Zhao, 
2019) are very similar and the dielectric constants in both 
structures are 2.2. This makes both of them able to suppress 
the harmonics. In (Arriola, Lee and Kim, 2021), the coupling 
used in the input/output ports leads to a filtering frequency 
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response and subsequently the harmonics will be suppressed. 
As a result, the RT-Duroid substrate with ɛr = 2.2 is popular 
in designing the BLCs.

The frequency responses of some BLCs (presented in 
Table I) are shown in Figs. 2a-g, where the vertical and 
horizontal axes show S-parameters in dB and frequency 
in GHz, respectively. The operating frequency of the 
designed BLC in (Rezaei, Noori and Hosseini, 2018) is near 
2.4GHz which is shown in Fig. 2a. Therefore, this coupler 
is appropriate for WLAN applications. Fig. 2b depicts an 
image of the scattering parameters in the narrow-band, while 

in the wide-band view, the harmonics are well suppressed. 
Fig. 2c shows the multi-channel frequency response of the 
BLC designed in (Tang and Chen, 2009) whereas we can 
see the good values of return loss and isolation. As shown in 
Figs. 2d, e and g, the lowpass filtering frequency responses 
are obtained by (Nie, et al., 2019; Khan, Mehdi and Zhao, 
2019; Roshani, et al., 2022). The relatively good values 
of isolation and return loss are indicated in the frequency 
response in (Abouelnaga and Mohra, 2017) (Fig. 3f).

The parameters of microstrip couplers can be calculated 
using the following formulas:

TABLE I
Layout, Substrate and Advantage of some BLCS

References Layout of BLCs Substrate ɛr Thickness Advantages
Rezaei, Noori and Hosseini, 2018 Rogers_RT_Duroid 5880 2.22 0.7874 mm 1. Low phase shift

2. Novel structure

Maheswari and Jayanthy, 2022 FR4 4.4 1.6 mm 1. Less design complexity and easy fabrication

Lalbakhsh, et al., 2021 RT/Duroid 2.2 0.508 mm 1. Balanced magnitude
2. Filtering frequency response
3. Suppressed harmonics

Tang and Chen, 2009 Rogers RO4003 3.38 0.508 mm 1. Novel structure
2. High isolation
3. Good common port return loss
4. Multipassband

Abouelnaga and Mohra, 2017 Teflon 2.2 0.7874 mm 1. High isolation
2. Good common port return loss

Nie, et al., 2019 --- 2.2 0.508 mm 1. Filtering frequency response
2. Suppressed harmonics

Arriola, Lee and Kim, 2021 Chukoh 2.6 0.5 mm 1. Filtering frequency response
2. Wide passband

Khan, Mehdi and Zhao, 2019 F4BM-2 2.2 0.8 mm 1. Filtering frequency response
2. Suppressed harmonics

Roshani, et al., 2022 RT-Duroid 2.2 0.508 mm 1. Compact size
2. Novel structure
3. Filtering frequency response
4. Suppressed harmonics

BLCs: Branch-line couplers

Fig. 1. Conventional branch-line coupler (a) layout of microstrip, (b) frequency response for h = 0.381 mm, and (c) frequency response for 
h = 0.7874 mm.

cba
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Where IL, RL, CF, and I are insertion loss, common 
port return loss, coupling factor, and isolation respectively. 
However, we do not need to calculate these parameters. 
Because the EM simulator of Advanced Design System (and 
HFSS software) can give them to us from simulation results.

For designing most of BLCs mathematical theory, methods 
have been presented. Design methods sometimes include 
calculating the transfer matrix and extracting the necessary 
information from it (Salehi and Noori, 2014; Rezaei, Noori 
and Hosseini, 2018; Abouelnaga and Mohra, 2017; Nie, et al., 
2019; Khan, Mehdi and Zhao, 2019; Kim and Kong, 2010; 
Smolarz, Wincza and Gruszczynski, 2020(. In some cases, 
the LC equivalent circuit of a small part of the couplers is 
presented and analyzed (Chi, et al., 2012; Rezaei, Noori 
and Hosseini, 2018; Sun, et al., 2005; Lai and Ma, 2013; 
Lalbakhsh, et al., 2021; Noori and Rezaei, 2018; Roshani, 

et al., 2022; Abdulbari, et al., 2021; Chiu, et al., 2014; Liou, 
et al., 2009). Furthermore, even and odd modes have been 
analyzed for some symmetrical structures in (Abouelnaga 
and Mohra, 2017; Arriola, Lee and Kim, 2021; Tang, Tseng 
and Hsu, 2014; Sun, et al., 2019). In (Chi, et al., 2012), an 
equivalent LC circuit of a unit cell is proposed. Then unit-cell 
phase response is calculated using this LC circuit. In (Salehi, 
Noori and Abiri, 2015), even/odd modes analysis is done 
using the input impedance of a basic resonator. The analysis 
of the proposed BLC in (Salehi and Noori, 2014) is based 
on the ABCD matrix and the calculation of the reflection 
coefficient (Γ). It is important to note that we can extract, the 
insertion loss, return loss, and Γ from the ABCD matrix as 
follows (Salehi and Noori, 2014; Chen, et al., 2013):
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Fig. 2. Frequency response of some branch-line couplers in Table 1, (a) (Rezaei, Noori and Hosseini, 2018), (b) (Lalbakhsh, et al., 2021), (c) (Tang and 
Chen, 2009), (d) (Nie, et al., 2019), (e) (Khan, Mehdi and Zhao, 2019), (f) (Abouelnaga and Mohra, 2017), and (g) (Roshani, et al., 2022).
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Where Z0 is the impedance of terminals. The condition of 
having perfect impedance matching is obtained in (Rezaei, 
Noori and Hosseini, 2018), using ABCD matrix where 
Γ = 1. Under this condition the losses will be decreased 
significantly. Moreover, in (Rezaei, Noori and Hosseini, 
2018), the resonance frequency is calculated under the 
perfect matching. In (Sun, et al., 2005), the phase velocity 
of a discontinuous transmission line is obtained based on an 
equivalent ladder LC circuit as follows:

  

1
pv

LC
  (3)

Where C and L are the inductance and capacitance of 
the ladder LC circuit. The analysis of BLC in (Lai and Ma, 
2013) is based on finding the frequencies of transmission 
zeros. In (Maheswari and Jayanthy, 2022), the length of each 
arm (Larm) is equal to λ/4, which is expressed as follows:
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In Equation (4), Larm is in mm, w is the width of the arm 
in mm, and f is the frequency in GHz. Therefore, based 
on a predetermined target frequency and the value of the 
effective dielectric constant (ɛre), the length of each arm will 
be determined. The transfer function of an LC equivalent of 
a resonator in (Lalbakhsh, et al., 2021) is calculated. This 
LC circuit is a LPF that the authors calculated its cutoff 
frequency based on the values of lumped elements. In (Tang 
and Chen, 2009), the resonance frequencies of all passbands 
are calculated as some functions of the admittances 
of microstrip cells. To calculate the S-parameters in 
(Abouelnaga and Mohra, 2017), the even and odd modes 
ABCD matrices have been calculated, where the vector 
amplitudes of the signals emerging from the four ports are 
estimated as follows:
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Where Γ and T are the reflection and transmission 
coefficients respectively. Moreover, the transmission 
parameters S21 and S31 are derived as follows:

  
S T T
S T T

Even Odd

Even Odd

21

31

0 5

0 5

 

 

. ( )

. ( )
 (6)

The transition matrix of a quarter-wavelength transmission 
line, with an impedance of Z and 90º electrical length, is 
written in (Nie, et al., 2019) as follows:
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The ABCD matrix in Equation (7) can be also used for the 
conventional branch-line coupler (Khan, Mehdi and Zhao, 
2019). The ABCD matrix of a stub loaded transmission line 
presented in Fig. 3 is calculated as follows (Nie, et al., 2019):
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To match another transmission line to this stub-loaded line, 
the ABCD matrices of them should be equal. In (Shi, et al., 
2016), for a coupling structure the coupling coefficients M12 
and external quality factor are written as follows (Kumar, 
Tannous and Danshin, 1995):

  
M Fractional Bandwidth

g g

Q g g
Fractional Bandwidthe

12

1 2

1 2

=

=
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Where g-values are the lumped element values of the 
low-pass prototype filter with a cutoff frequency of 1 GHz. 
It should be noted that the coupler designed in (Shi, et al., 
2016) has a bandpass filtering response so that we can define 
the external quality factor for it. In general, the quality factor 
is the ratio of the primary energy stored in the resonator 
to the energy lost in one radian of a oscillation cycle. For 
analyzing the proposed BLC in (Shukor and Seman, 2020; 
Chen, et al., 2013) the Q-factor due to the dielectric, Qd is 
expressed as the following Equation:

  Qd
re r

r re






 

   

( )

( ) tan

1

1 0

 (10)

Where λ0 and tan δ are the wavelength in the air and the 
loss tangent, respectively. The value of ɛre can be calculated 
from Equation (4). Fig. 4 depicts the equivalent of the branch 
line with the ABCD matrix calculated in (Roshani, et al., 
2022) as the following Equations:
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Since the ABCD-matrix of a quarter-wave line is written 
in Eq. (7), we can calculate the transition matrix of the 
conventional BLC, from Equation (10) as below (Kim and 
Kong, 2010):

Fig. 3. Stub loaded transmission line where θ0 is the electrical length.
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The equivalent of a 2-section branch-line coupler is 
indicated in Fig. 5, where a, b, c, and d are the characteristic 
impedances of lines with electrical lengths of θ. From 
(Shukor and Seman, 2016; Kumar, Tannous and Danshin, 
1995) we can write that:
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To show the advantages and disadvantages of the 
reported coupler, we compared them in Tables II and III. 
The return loss (RL), insertion loss (IL), coupling factor 
(CF), isolation (I), and phase imbalance (PI) of single-
band couplers have been compared in Table II, where the 
RL, IL, CF, and I are best values of S11, S21, S31, and S41 
in dB inside the passbands. The summarized comparison 
results show that, the best values of RL, IL, CF, I, and 
PI are obtained in (Chi, et al., 2012; Rezaei, Noori and 
Hosseini, 2018; Tian, et al., 2019; Lalbakhsh, et al., 
2021; Noori and Rezaei, 2018), respectively. Meanwhile, 
the most compact size is achieved in (Tian, et al., 2019) 
which is only 0.0044 λg

2, where λg is the calculated 
guided wavelength in the operating frequency in mm. The 
frequency response types, harmonic suppression, operating 
frequency (fo), and applications of some single-band 
microstrip couplers are depicted in Table III. As written 
in Table III, the majority of them cannot suppress the 
harmonics. The best harmonic suppression is achieved in 
(Zhang and Zhang, 2019), where it could attenuate up to 
the 14th harmonic.

III. Directional Couplers
A directional coupler may be composed of two parallel 
coupled lines with four ports. In the performance evaluation 
of directional couplers, in addition to the important parameters 
explained for other types of couplers, directivity parameter is 
important. This parameter is presented by D which can be 
calculated as D Log S 20 23( )/ /  (Kim, et al., 2004). The 
layout structures, substrate features, and advantages of some 
directional couplers are presented in Table IV. The radial 
stubs have been used in (March, et al., 1982) to obtain a wide 
channel. The GaAs substrate with ɛr = 12.9, and h = 0.1 mm 
is used to design a simple directional coupler in (Kim, et al., 
2004). Using a high dielectric constant will increase the 
normalized size. Therefore, in (Kim, et al., 2004), the value 
of the dielectric constant is decreased to 2.5. As written in 
Table IV, high directivity is achieved in (Tripathi, et al., 
2018) and (Kim, et al., 2001) where high isolation is an 
achievement of (Kim, et al., 2004) and (Hong and Lancaster, 
2001). Please note that the reported directional couplers 
are less than BLCs. The conventional directional coupler is 
presented in (Dydyk, et al., 1999).

Fig. 6 depicts the frequency response of the directional 
coupler in (Tripathi, et al., 2018), where they have been obtained 
for different values of the space between coupled lines. Based on 
this method, we can select the best values of the space between 
coupled lines. As shown in Fig. 6, by decreasing the space 
between coupled lines, the passband will be improved. Because, 
it leads to create two transition poles and reach the better value 
of insertion losses at the coupled and trough ports (S31 and S21) 
whereas the best common port return loss is obtained under this 
condition. Since the coupling structure is an inseparable section 
from directional couplers, their frequency responses may be able 
to filter the undesired frequencies. Having a filtering response is 
a big advantage when harmonics are suppressed.

The performance and size of some directional couplers are 
compared in Table V. The reported coupler in (March, et al., 
1982) works at 2.4 GHz for WLANs. Since the couplers in 
(Kim, et al., 2004) and (Tripathi, et al., 2018) work at 1.75 GHz 
and 1 GHz, they are suitable for GSM. Only, the introduced 
coupler in (Tripathi, et al., 2018) has a filtering frequency 
response, whereas it occupies a small area. The best values 
of directivity and isolation are obtained in (Kim, et al., 2001) 
and (Kim, et al., 2004), respectively. However, the proposed 
coupler in (Kim, et al., 2004) has an undesired coupling factor.

The number of rat race couplers is few. Therefore, it is 
not possible to draw a general conclusion about their phase 
behaviors. However, both rat race couplers given by (Lai and 
Ma, 2013) and (Lalbakhsh, et al., 2021) are 0º. It seems that 
the position of the output ports has an effect on this matter. 
Meanwhile, there are 0º (or 180º) and 90º (or 270º) branch-
line couplers some couplers with asymmetric structures have 
been reported. The structures of the couplers presented in (Shi, 
et al., 2016), (Sun, et al., 2019) and (Kao and Chen, 2000) 
are asymmetric. Comparing the frequency response of these 
couplers shows that the symmetry or asymmetry does not 
have a significant effect on obtaining the filtering frequency 
response and the suppressing the harmonics. In general, it can 

Fig. 4. Branch-Line equivalent.

Fig. 5. Equivalent of 2-section branch-line coupler.
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TABLE II
Comparison of single-band Microstrip Couplers in Terms of RL, I, PI and Size

Ref. RL S21 (dB) S31 (dB) I PI Size (λg
2) Size (mm2) FBW

Chi, et al., 2012 16.99 1.38 8.11 20.33 7.1º --- --- ---
Salehi, Noori and Abiri, 2015 18.2 3.1 3.1 19.3 0.8º 0.0425 55.8 ---
Salehi and Noori, 2014 21.4 3.3 3.3 42.9 0.094º 0.023 175.12 ---
Rezaei, Noori and Hosseini, 2018 29 3 3.08 30 0.037º 0.037 345.75 ---
Sun, et al., 2005 35 --- --- 35 0.5º --- --- ---
Lai and Ma, 2013 23.8 3.28 3.28 28.5 0.2º 0.0231 97.99 18.8%
Tian, et al., 2019 43.7 3.07 3.04 15 3.8º 0.00444 1600 ---
Maheswari and Jayanthy, 2022 16.6 3.54 3.57 20.8 2.15º 0.285a 560.7 a ---
Lalbakhsh, et al., 2021 35 3.06 3.07 60 0.8º 0.0392 504.03 22%
Abouelnaga and Mohra, 2017 --- --- --- --- --- 0.152a 1161.37a ---
Arriola, Lee and Kim, 2021 20 3.6±0.5 3.6±0.5 20 --- 0.2379a 1157.52 49%
Noori and Rezaei, 2018 29.5 3.3 2.8 31.3 0.97º 0.0754 534.36 ---
Shi, et al., 2016 --- --- --- 20 3º 0.138 --- 3.5%
Khan, Mehdi and Zhao, 2019 29 3.5 3.02 29.7 2.1º 0.027 1287 30%
Roshani, et al., 2022 28 3 3 29 0.5º 0.008 428.49 20%
Kim and Kong, 2010 24 3.3 3.7 32 --- --- 700 12.5%
Shukor and Seman, 2016 10 3±2 3±1.6 10 5º --- 1071.2 34.3%
Mojarrad and Basharat, 2015 20 3.25±0.1 3.25±0.1 20 1º --- --- 58%
Tang, et al., 2006 --- --- --- 15 1º --- --- 40%
Tang, Tseng and Hsu, 2014 18.33 3.15 3.15±0.1 --- --- --- --- 70%
Abdulbari, et al., 2021 30.69 2.97 3.65 29.28 3.6º 0.0432 432 30.22%
Zhang and Zhang, 2019 --- 3.12 3.1 --- 1.5º 0.039 630.12 24%
Chiu, et al., 2014 10 --- --- 13 3º --- 4107 87%
Velan and Kanagasabai, 2016 19.43 3.49 3.68 22.98 0.08º --- 3584 37.8%
Liou, et al., 2009 15 --- --- 15 5º 0.448 994.7 ---
Alhalabi, et al., 2018 25.5 2.9 3.9 27.5 1º --- 338.3 ---
Shukor and Seman, 2020 12 3±1 3±0.8 12 3º 0.307a 595.01 ---
aWe calculate this using the information in the references. RL: Return loss, I: Isolation, PI: Phase imbalance, FBW: Fractional bandwidth

TABLE III
Comparison between BLCS in Terms of the Filtering Frequency Response, Harmonics, Operating Frequency and Applications

References Filtering 
response

Frequency of the last 
attenuated harmonic 

Nth suppressed 
harmonic

fo (GHz) Application 

Chi, et al., 2012 Yes No No 2.4 WLANs
Salehi, Noori and Abiri, 2015 No No No 5.7 WLANs
Salehi and Noori, 2014 No No No 2.4 WLANs
Rezaei, Noori and Hosseini, 2018 No No No 2.4 WLANs
Sun, et al., 2005 No No No 1 GSM
Lai and Ma, 2013 Yes 7.2 3rd 2.4 WLANs
Tian, et al., 2019 No No No 0.5 Wireless Networks
Maheswari and Jayanthy, 2022 No No No 3.5 Wi-Max
Lalbakhsh, et al., 2021 Yes 12.6 GHz 7th 1.8 GSM
Abouelnaga and Mohra, 2017 No No No 2.5 Wireless Networks
Noori and Rezaei, 2018 Yes 15.1 GHz 5th 2.82 Wireless Networks
Shi, et al., 2016 Yes 2.3 GHz 1st 1.87 GSM
Khan, Mehdi and Zhao, 2019 Yes 10 GHz 9th 1 GSM
Roshani, et al., 2022 Yes 9 GHz 9th 1 GSM
Kim and Kong, 2010 Yes 2 GHz 2nd 1 GSM
Shukor and Seman, 2016 No No No 3.5 Wi-Max
Mojarrad and Basharat, 2015 No No No 2.4 WLANs
Tang, et al., 2006 No No No 2.4 WLANs
Tang, Tseng and Hsu, 2014 No No No 2.4 WLANs and Ultra-Wideband 
Abdulbari, et al., 2021 No No No 3.55 Wi-Max and 5G
Zhang and Zhang, 2019 Yes 7 GHz 14th 0.5 Wireless Networks
Chiu, et al., 2014 No No No 1 GSM
Velan and Kanagasabai, 2016 No No No 0.433 Wireless Networks
Alhalabi, et al., 2018 No No No 2.45 WLANs
Smolarz, Wincza and Gruszczynski, 2020 No No No 2 Wireless Networks
Sun, et al., 2019 No No No 3 Wireless Networks
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TABLE IV
Layout of Directional Couplers, Substrate Features and Their Advantages

Refs Layout of BLCs Substrate ɛr Thickness Advantages
March, et al., 1982 Duroid 10.5 1.27 mm 1. Balanced phase

2. Wide channel

Dydyk, et al., 1999 GaAs 12.9 0.1 mm 1. Good RL

Kim, et al., 2004 --- 2.5 0.7874 mm 1. High isolation

Tripathi, et al., 2018 FR-4 4.4 1.59 mm 1. High directivity
2. Filtering response
3. Novel structure

Kim, et al., 2001 --- --- --- 1. High directivity
2. Novel structure

Hong and Lancaster, 2001 --- --- --- 1. High isolation

BLCs: Branch-line couplers

TABLE V
Comparison among Previous Reported Directional Couplers 

References Return loss (dB) S21 (dB) S31 (dB) Isolation (dB) Directivity (dB) fo (GHz) Filtering responses
March, et al., 1982 25 3.55±0.5 3.55 35 --- 2.4 No
Kim, et al., 2004 --- --- 20.2 47 26 1.75 No
Tripathi, et al., 2018 24.5 2.22 6.2 38 44 1.01 Yes
Kim, et al., 2001 --- --- 3 --- 68 2.5 No
Sanna, et al., 2018 30 --- 3.15 30 32 2 No
Hong and Lancaster, 2001 --- 5.8* 2.9 40 30 10.5 No
*Approximate value

Fig. 6. Scattering parameters of the directional coupler in (Tripathi, et al., 2018), where S3 is the gap between two upper (and two lower) coupled lines.
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be said that the use of these asymmetric structures increases 
the size of some couplers. The conventional rat race coupler 
is depicted in Fig. 7. As shown in this figure, it occupies a 
large size of 1934.34 mm2 (0.5 λg × 0.25 λg), where λg is 
the guided wavelength calculated at its 1.8 GHz operational 
frequency. The insertion losses of the conventional rat race 
couplers are <0.3 dB (Lalbakhsh, et al., 2021).

Three dual-band couplers are proposed by (Feng, et al., 
2020), (Chang, et al., 2022) and (Jia, Zhang and Zhang, 
2020) with the overall dimensions of 0.162 λg2, 0.078 λg2, 
and 0.156 λg2, respectively. The dimensions of dual-band and 
multi-band couplers are usually larger than the dimensions 
of the single-band couplers. Designing multi-band couplers 
is much more difficult (Liou, et al., 2009). The multi-band 
coupler presented by (Liou, et al., 2009) occupies a large 
area of 0.448 λg2 whereas it has a weak phase balance. 
The dual-band coupler designed by (Feng, et al., 2020) 
operates at 0.9/1.8 GHz which makes it suitable for GSM 
applications. The phase difference between two output ports 
of this coupler is 89.6º and 90.7º at the lower and upper 
channel, respectively, whereas these values for (Chang, 
et al., 2022) are 89.5º and 91.6º. The fractional bandwidths 
at the upper and lower channels of (Jia, Zhang and Zhang, 
2020) are 34.7% and 14.9%, respectively. Two other special 
types of couplers are Lange and Bagley-polygon couplers. 
The Lange coupler is a four-port structure developed by 
Dr. Julius Lange in 1969. In order to design it, the interdigital 
cells have been used. Its structure is relatively similar to the 
coupler presented in (Tripathi, et al., 2018). Bagley-polygon 
couplers are another type of couplers that have a triangular 
structure, in which three ports are located on three vertices. 
Port 1 is located between ports 2, 3 on a side of the triangle. 
To achieve a better frequency response, the structure of this 
triangle can be optimized. As an example, we can change the 
width of the sides or load some blocks inside it.

IV. Conclusion
Several types of microstrip couplers including branch-

lines, directional, rate-races, and rings are reviewed in this 

work. The structure, substrate, performance, advantages, and 
disadvantages of some of them were explained. The size and 
performance, in terms of insertion loss, return loss, coupling 
factor, isolation, directivity and phase balance, of these 
couplers are compared and reviewed. Moreover, the useful 
and popular mathematical design methods that presented 
in some reported works are investigated in this paper. We 
conclude that the even/odd mode analysis, extracting the 
main parameters from the ABCD matrix and analyzing the 
LC circuits are the favorite design methods.
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Abstract—This process of this paper is carried out using the 
chemical spraying method to produce homogeneous thin films of 
pure cadmium sulfide-doped with silver at different percentages 
of 1%, 3%, and 5% on glass and polyimide plastic substrates at 
300°C. The aim is to study the optical and structural properties of 
the samples and the effect of the silver doping rate on films produced 
with these properties. Due to X-ray diffraction studies, all films 
created had a hexagonal phase, and it was noticed that they had a 
very precise structure free of holes or cracks. The obtained crystal 
size ranged between 22.74 nm and 55.05 nm for different substrates, 
and the prominent plane was (002). From the optical properties, all 
films exhibited transmission higher than 60%, thus showing a low 
absorption, which makes them be used as light-permeable layers 
in the Solar Cell system. In addition, emission peaks were revealed 
by photo luminescence spectra examination at wavelengths ranging 
between (542.94 nm) and (546.02 nm), which led to calculate the 
energy gap (Eg). of the produced films, ranged between (2.27 eV) 
and (2.28 eV) for the different substrates.

Index Terms—Cadmium sulfide-Ag, Chemical spray 
technique, X-ray diffraction pattern, Photo luminescence 
studies.

I. Introduction
Recent advances in thin film nanotechnology (Ahmed, et al., 
2021b) offer a possible method for solar energy applications 
to lessen the environmental crisis brought on by energy 
use. Because solar energy is one of the most significant 
renewable energy sources, scientists have created or modified 
several semiconductor thin films to optimize high solar 
cell efficiencies at cheap cost (Ahmed, et al., 2020). Due 
to its broad bandgap (2.42 eV) at ambient temperature, 
chalcogenides of cadmium, notably cadmium sulfide (CdS), 
are one of the most actively researched topics among 

material scientists (Islam, et al., 2013, Shkir, et al., 2020c). 
The II-VI semiconductor family such as (CdS) has received 
much attention for its tunable optical and electrical properties 
(Mahmood, et al., 2018, Shkir, et al., 2020d).

Bulk CdS, one of the most significant window layer 
materials for solar cell devices, typically transmits energy 
in the low energy region of the visible solar spectrum. 
However, by adding a suitable amount of impurity, 
particularly transition metal ions, it is possible to re-engineer 
CdS to transmit the entire visible spectrum. Due to their 
capacity to alter the bandgap, noble metals, including gold 
(Au), copper (Cu), and silver (Ag), have been regarded as the 
most promising possibilities among these (Bora, et al., 2021) 
and reduce resistivity while also produce structural changes. 
A crucial factor for solar cell window layer materials is 
low resistance and good transmission when combined with 
p-type semiconductor absorber thin films such as CdTe, Cu2S 
(Ojeda-Barrero, et al., 2018), CuInSe2 (Rahman, Hossain and 
Ismail, 2020), CdSe, and PbS (Aboud, et al., 2019). CdS 
is well known for its n-type wide band gap, which makes 
it an appropriate window layer counterpart for solar cell 
applications (Manthrammel, et al., 2020, Nazir, et al., 2014).

Thus, CdS has wide applications in optoelectronic device 
technologies, including optical filters, LEDs (Ahmed, 
et al., 2021a), lasers (Ikhmayies, 2020), photocatalysis 
(Manthrammel, et al., 2020), photodetectors (Mohammed, 
et al., 2021), nonlinear integrated optical devices (Rahman, 
Hossain and Ismail, 2020), and multicolor optical switches 
(Shkir, et al., 2020b).

A novel feature of the ongoing work is the fabrication 
and characterization of films fabricated on polyimide (PI) 
plastic substrates using chemical spray pyrolysis techniques 
with varying Ag ratios. In this respect, the use of flexible 
polymer substrates is of great interest (Faraj, Ibrahim and 
Salhin Ali, 2012, Faraj, Pakhuruddin and Taboada, 2017). It 
has important advantages such as light weight, high impact 
resistance, and scalable roll-to-roll manufacturing process.

Many methods are employed to prepare CdS thin films, 
including vacuum evaporation (Shaban, et al., 2021), 
chemical deposition (Shkir, et al., 2020b), sputtering 
(Yadav, Barote and Masumdar, 2010), successive ionic layer 
adsorption and reaction (SILAR) (Deshmukh, Kheraj and 
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Panchal, 2018, Taghizadeh Chari and Fadavieslam, 2019), 
printing (An, et al., 2021), laser ablation (Wada, 2022), 
electrodeposition (Valencia and Baena, 2015), chemical bath 
techniques (Kakhaki, et al., 2022), solgel (Mohammed, et al., 
2021), and chemical spray pyrolysis CSP (Vishwas, Shamala 
and Gandla, 2022). The characteristics of thin films and 
powders of CdS at the nanoscale depend on the dopant type, 
concentration, method of preparation/deposition, and pH 
application (Shkir, et al., 2020a).

In the present work, CdS and CdS -Ag thin films were 
fabricated with a chemical spray pyrolysis method and 
deposited on different substrates, glass, and PI plastic, with 
different ratios of doping. A comparative study of the optical 
properties before and after Ag layer deposition on the surface 
of the CdS has been performed, highlighting the strong 
reduction in the energy gap and increase in transmission.

II. Experimental Procedure
A. Preparation of CdS Solutions
A thermal chemical spraying solution of CdS was prepared 

first without doping and then by doping with different weight 
ratios (1%, 3%, and 5%) of silver with molar weights of 
cadmium chloride and silver nitrate to obtain the mentioned 
ratios. The weight of each of the cadmium chlorides (CdCl2.
H2O) CdCl H O

2 2
.  was approximately 0.91653 g (as a 

source of cadmium ions), and thiourea [(NH2)2CS]. 
Approximately 0.38032 g (source of sulfur ions) to obtain 
(CdS). The solutions are reacted according to (1) to obtain 
(CdS) doped with silver, silver nitrate with masses (0.0129, 
0.3878, and 0.0648) g was used to obtain the ratios mentioned 
above. All solutions were prepared with a fixed titer of 
molarities of (0.1 M). All weights were wholly dissolved in 
distilled water in a 250 mL volumetric vial. Then, the mixture 
was mixed well at a temperature slightly more significant 
than room temperature with sufficient times using a magnetic 
stirrer to obtain a clear, suspended liquid. The solutions are 
reacted to (2):
   CdCl NH CS H O CdS NH Cl CO

2 2 2 2 4 2
3 2      ( )  (1)

 3 2 2 2  + → ↓+ ↑+ ↑AgNO H O Ag H NO  (2)

All the products of the above reactions are gases except 
for CdS and Ag, which are impurities.

B. Substrate Cleaning
The substrates used in this paper are glass and PI plastic, 

which were cleaned using methanol solution and immersed 
in it for more than 15 min to eliminate contaminants. The 
substrate was cleaned with distilled water after cleaning 
(DI water). This was followed by drying with warm, dry air.

C. Experience
After many attempts using chemical spray pyrolysis 

technique, a device used is shown in Fig. 1a and b, and 
the following optimization conditions were noticed: the 

substrate temperature was kept at 300°C. During deposition, 
the distance between the nozzle and the substrate was 
approximately 29 cm, the deposition rate time was 
approximately (3–5) s, the spraying rate was 1 spray, and 
the carrier gas was air. The above-mentioned solutions were 
sprayed on different substrates with the weight mentioned 
above ratios. The obtained films were adherent.

III. Characterization Technique
X-ray diffraction (XRD) analysis (PANalytical-Typenr: 

94 30 060 03002-S/N: DY1376-MFG) Technique was used 
to study and investigate the structural properties of thin 
film models. An X-ray diffractometer was used with a wide 
diffraction angle (2Ɵ) range of (5°-80°) degrees. (UV‒VIS) 
double beam spectrometer of type (PerkinElmer precisely 
Lambda 25-Shelton, CT 06484 USA-Part No. L600000B-
Serial No. 101N8022902) was also used to determine and 
measure the optical transmittance in the wavelength range 
of 400 and 800 nm. Finally, a photo luminescence (PL) 
device (instrument Cary Elipse-instrument serial number: 
MY131500007) with an excitation wavelength of fluorescein 
(400 nm) was used to calculate the direct energy gap of 
the film.

IV. Results and Discussion
A. Structural Studies
The crystal structures of CdS and Ag-doped thin films on 

different substrates were investigated using XRD. Moreover, 
in both cases the thin films were deposited on glass and PI 
substrates. The prominent 2θ peaks are shown in Table I for 
glasses and PI substrates.

The prominent peaks for the sample CdS pure on the glass 
substrate marked in Fig. 2 are 24.87°, 26.53°, 28.25°, 36.64°, 
43.86°, and 48.08°, with the corresponding diffraction planes 
(100), (002), (101), (110), (103), and (113). This is the same 
for the CdS doping Ag ratios, with the difference shown in 
Fig. 2 due to the different impurity percentages. The mean 

Fig. 1. (a) Spray pyrolysis technique. (b) The amplified section of the 
device.

ba
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peak is 26.53°, and its corresponding plane is (002), roughly 
the same as the other samples. These measured diffraction 
peaks are highly in agreement with the standard XRD data of 
JPDS (Card no. 41–1049) for hexagonal wurtzite structures 
and indicate the formation of CdS films with those structures, 
as reported in (Mahmood, et al., 2018, Yang, et al., 2018). 
However, the prominent peaks for the sample CdS pure on 
the PI substrate marked in Fig. 3 had six diffraction peaks 
at 2θ values of 22.11°, 26.43°, 42.10°, 44.63°, 49.16°, and 
72.43° corresponding to their diffraction planes (100), (002), 
(101), (110), (103), and (112). This is the same for CdS 
doping of Ag on PI, with the difference due to the different 
impurity percentages, as shown in Fig. 3. The mean peak 
in Fig. 3 is 26.43°, and its corresponding plane is (002), 
roughly the same as the other samples. These diffraction 
peaks support the conventional XRD data JCPD6-314 for 
hexagonal wurtzite structures, which indicate the formation 
of CdS films with such structures as reported in (Faraj, 
Pakhuruddin and Taboada, 2017, Mensah, et al., 2021), in 
which hexagonal-structured thin films are preferred for solar 
cell applications (Taghizadeh Chari and Fadavieslam, 2019). 
In both cases, by comparing the above data in Figs. 2 and 3, 
there is a difference between the peaks obtained due to the 
different substrates. The average crystallite size was estimated 
from the X-ray diffraction pattern using the prominent peak, 
depending on Scherrer’s equation:

 D 
0 9.

cos


 

 (3)

Where D is the crystallite size, λ is the X-ray wavelength 
(1.54 A°), β is the full width at half maximum (FWHM) 
in radians, and θ is the center of the diffraction peak angle 
value in radians. The FWHM value (2 θ) and peaks were 
calculated using the XRD data peak program, as shown in 
Table I.

With the use of Scherrer’s formula, the particle size 
values are determined. Compared to natural crystallite sizes, 
the value derived from Scherrer’s equation is different. In 

XRD analysis, peak broadening often results from physical 
parameters such as crystallite size and lattice strain as well as 
instrumental broadening. Physical factors are represented by 
the FWHM of each diffraction peak as a linear combination 
of the contributions from lattice strain and crystallite size 
calculated using Scherrer’s equation and the actual crystallite 
size. Table 1 lists the parameters, which are different, and it 
has been found that unit cell size increases for some samples 
and decreases for others with increasing concentrations of 
Ag in CdS. As the unit cell decreases evident volume, this 
confers a suggestion regarding incorporating Ag dopant in 
CdS matrix or due to intrinsic defects. This may also be 
explained by Vegard’s law (Shkir, et al., 2020a). Vegard’s law 
states that if doping takes place at interstitial or substitutional 
positions in the matrix, the lattice will increase or decrease, 
respectively. Hence, both possibilities exist.

B. Optical Characterization

UV-visible spectra
Figs. 4 and 5 show the optical transmission spectra of 

the CdS thin films with varying Ag ratios on glass and PI 
substrates. All the films show more than 60% transmission 
for wavelengths longer than 500 nm. As the Ag ratios 
increased, the sample optical transmittance increased within 

TABLE I
Crystal Size and (2θ) for CdS Pure and Ag-Doped on PI and Glass 

Substrates

Sample (2θ) degree FWHM D nm
CdS -Glass 26.53 0.12 55.05
CdS -Glass-Ag 1% 27.06 0.25 37.17
CdS -Glass-Ag 3% 27.06 0.25 37.17
CdS -Glass-Ag 5% 27.12 0.17 55.05
CdS pure-PI 27.12 0.17 55.05
CdS -PI-Ag 1% 25.19 0.15 65.77
CdS -PI-Ag 3% 26.68 0.17 55.01
CdS -PI-Ag 5% 26.40 0.40 22.7
CdS: Cadmium sulfide, PI: Polyimide

Fig. 2. X-ray diffraction patterns of cadmium sulfide and Ag-doped thin 
films deposited on glass substrates.

Fig. 3. X-ray diffraction pattern of cadmium sulfide and Ag-doped thin 
film deposited on polyimide substrate.
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a (400–800) nm wavelength region. In the CdS films, the 
optical transmittance spectra increased as the Ag doping 
ratios increased. This occurred because the addition of 
silver enhanced the crystal structure and reduced surface 
roughness; similar behavior in the transmission spectra of the 
CdS films has been reported in (Manthrammel, et al., 2020). 
Thus, showing a low absorption, it can be used as a light-
permeable layer in the Solar Cell system.
PL studies

PL studies help understanding the various transitions 
inside the samples when light incident on. Because of the 
vacancies of Cd and S and the interstitial locations of Cd 
and S, CdS is well known for its wide emission spectra in 
the UV, blue, green, yellow, and red spectra. According to 
reports in (Manthrammel, et al., 2020), these inherent flaws 
may function as luminous centers and provide a wide defect 
allied PL spectrum. Figs. 6 and 7 represent the PL spectra 
of CdS pure and doped Ag with different weight ratios on 

glass and PI substrates at constant temperature 300°C. Thin 
films excited at 400 nm. The intense peak in both cases is 
the glass substrate and polyamide plastic, and in all models, 
it ranges from 542.94 nm to 546.02 nm, see Fig. 6, Fig. 7 
and recorded in Table II. Other weak peaks appear in the 
Figs. 6 and 7, and these weak peaks indicate the transition 
from one band to another and that the emission is related 
to defects. However, it is also noticed that the values of the 
wavelengths of the models change slightly change the long 
wavelengths due to the increase in the doping ratio, which 
indicates that the defect level is due to low interstitial defects. 
As the wavelength increases, the frequency decreases, so the 
energy gap decreases, and this is proportional to the facts 
as in (Ikhmayies, 2020). To calculate the energy gap, based 
on Planck’s law in all models, used (4), and the results are 
recorded in Table II.

Fig. 4. Transmission spectra of cadmium sulfide pure and Ag-doped with 
ratios of (1%, 3%, and 5%) on a glass substrate. Fig. 6. Cadmium sulfide photo luminescence spectra and Ag-doped with 

different concentrations on a glass substrate.

Fig. 5. Transmission spectra of cadmium sulfide pure and Ag-doped 
doped with ratios of (1%, 3%, and 5%) on polyimide substrate.

Fig. 7. Cadmium sulfide photo luminescence spectra and Ag-doped with 
different concentrations on polyimide substrate.
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   E hg    (4)

Where Eg is the energy gap in a unit (eV), h is Planck’s 
constant (6.63×10−34 J.s) and ν is the frequency of visible 

light in Hz. 



c where c is 3 10

8










m
s

. λ is the visible 

light wavelength in nm.
Then, equation (4) can be reformed as:

 Eg
nm


1240


(eV) (5)

The energy gap was calculated according to (5). The 
energy gap values show that they are 2.34 eV and 2.27 eV 
for pure CdS samples in glass and PI plastic substrates, 
respectively. A very small difference is observed between 
them, perhaps due to the different substrates. Since the 
theoretical Eg value of CdS is 2.42 eV, compared with the 
practical results, a slight difference between them is found at 
approximately 0.08 eV. This may be due to film deposition.

For the other samples, which were impregnated with silver 
in different proportions, in both cases, the glass substrates 
and polyamide plastics showing clear differences in the value 
of the energy gap, as recorded in Table II. As the percentage 
of doping increases, the value of the energy gap decreases, 
which makes CdS films used in solar cells and leads to an 
increase in electrical conductivity and ease to charge carriers, 
moving quickly from the valence band to the conduction 
band by absorbing less energy from visible light, which 
approaches the color of yellow as acceptable with advance 
reports (Shkir, et al., 2020a).

V. Conclusion
Recent studies on the CdS deposition method using chemical 
spray pyrolysis and CdS doped Ag thin films onto glass 
have attracted much attention because of its low cost, ease 
of use, and capacity for mass production. In this study, 
CdS thin films were deposited by chemical spray pyrolysis 
onto glass and PI substrates at various Ag ratios (1%, 3%, 
and 5%). Following deposition, the effect of the Ag ratio 
on the structure and film optical properties was studied. 
The XRD pattern confirmed the proper phase formation of 
the films. The crystalline size varied between 22.74 nm and 
55.05 nm. The optical transmissions of all films were <60% 
for wavelengths longer than 500 nm. The CdS film optical 

TABLE II
Energy Gap for CdS Pure and Ag-doped with Different 

Concentrations on Glass and PI Substrates

Sample Wavelength (nm) Energy gap (eV)
CdS-Glass 527.94 2.34
CdS-Glass-Ag 1% 545 2.27
CdS-Glass-Ag 3% 546.02 2.27
CdS-Glass-Ag 5% 545 2.27
CdS pure-PI 543.97 2.27
CdS-PI-Ag 1% 543.97 2.27
CdS -PI-Ag 3% 545 2.27
CdS -PI-Ag 5% 546.02 2.27
CdS: Cadmium sulfide, PI: Polyimide

transmittance spectra increased as the Ag doping ratios 
increased. The energy band gap of all films was determined 
by PL measurement. The values ranged between 2.27 eV and 
2.28 eV.
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Abstract—Agriculture crops are highly significant for the 
sustenance of human life and act as an essential source for national 
income development worldwide. Plant diseases and pests are 
considered one of the most imperative factors influencing food 
production, quality, and minimize losses in production. Farmers 
are currently facing difficulty in identifying various plant diseases 
and pests, which are important to prevent plant diseases effectively 
in a complicated environment. The recent development of deep 
learning techniques has found use in the diagnosis of plant diseases 
and pests, providing a robust tool with highly accurate results. In 
this context, this paper presents a comprehensive review of the 
literature that aims to identify the state of the art of the use of 
convolutional neural networks (CNNs) in the process of diagnosing 
and identification of plant pest and diseases. In addition, it 
presents some issues that are facing the models performance, and 
also indicates gaps that should be addressed in the future. In this 
regard, we review studies with various methods that addressed 
plant disease detection, dataset characteristics, the crops, and 
pathogens. Moreover, it discusses the commonly employed five-
step methodology for plant disease recognition, involving data 
acquisition, preprocessing, segmentation, feature extraction, and 
classification. It discusses various deep learning architecture-based 
solutions that have a faster convergence rate of plant disease 
recognition. From this review, it is possible to understand the 
innovative trends regarding the use of CNN’s algorithms in the 
plant diseases diagnosis and to recognize the gaps that need the 
attention of the research community.

Index Terms—Deep learning, Plant disease diagnosis, 
Plant disease detection, Plant disease recognition.

I. Introduction
Plants are a crucial part of life on Earth as they provide 
humans with breathable oxygen, food, etc. Furthermore, they 
provide food for insects and other animals, facilitate weather 
change, provide clean air, balance the ecosystem, and regulate 
flooding. In most countries, agriculture crops have become 
the chief source of economic development. Agriculture plant 
or crop cultivation has quickly developed in terms of quantity 
and quality of food production. However, a wide range of 
factors affect agriculture production such as occurrence 
of pests and diseases on crops, which, in turn, requires 
increasing food security. Unfortunately, such diseases are not 
always detected at an early stage (Fina, et al., 2013).

Plants have been reported to have the following organs: leaf, 
stem, root, fruit, and flower. In agricultural plants, leaves are 
an important organ of plants for providing information about 
the amount and nature of gardening crop (Saleem, et al., 2020). 
Numerous studies have been conducted on plant leaves as a 
comparative tool for different purposes such as classification 
and identification. This is because leaves are often the basis 
for identification and can be easily perceived, as they are 
usually green and flattened. Plant diseases can be understood 
as an unusual state that can interrupt usual plant growth 
(Shruthi, Nagaveni and Raghavendra, 2019). Plant disease 
prevention and control have been broadly discussed, because 
plants are susceptible to diseases and are affected by their 
outer environment. Normally, plant disease diagnoses have 
a significant role in monitoring farming systems accurately 
(Sun, Jia and Geng, 2018).

Plant disease identification is an important mechanism 
for preventing plant diseases in a complicated environment. 
Farmers often recognize the symptoms of plant diseases 
using traditional means, for example, by making naked 
eye observations and referring to the information in books 
and internet. (Shruthi, Nagaveni and Raghavendra, 2019). 
Furthermore, traditional methods such as microscope and 
DNA sequencing-based approaches have been used to 
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classify and detect various types of diseases. Such methods, 
however, necessitate experienced experts in farming, and 
many farmers are not even permitted to use advanced tools, 
though most of them own a smartphone for capturing images 
(Amara, Bouaziz and Algergawy, 2017; Lu, et al., 2017).

The agriculture domain has witnessed massive 
developments with the aid of technology. Image processing 
and object detection methods have been used for detecting 
the infected region in the plant. In addition to their simplicity 
and accuracy, such techniques are fast (Shruthi, Nagaveni 
and Raghavendra, 2019; Panigrahi, et al., 2020). Hence, 
advancements in computer and internet technology can help 
address the problem of automatic plant disease recognition. 
Such developments are essential in scientific research for 
classifying and detecting the symptoms of plant diseases 
automatically using innovative and intelligent techniques 
(Saleem, et al., 2020; Bashish, Braik and Bani-Ahmad, 2011).

One of the branches of machine learning is deep learning, 
which is based on a set of algorithms (Benuwa, et al., 
2016). Numerous state‐of‐the‐art deep learning architectures 
have been used for plant disease detection and recognition. 
Deep learning algorithms have also been modified by some 
researchers to enhance the recognition performance of the 
disease in numerous plant types (see Section II). This paper 
reviews and compares the methodologies and performances 
of various deep learning models for the task of plant 
disease recognition and classification. The remainder of 
this paper is organized as follows: Section II overviews the 
extant literature on automated plant disease recognition and 
discusses the state-of-the-art deep learning methods for data 
acquisition, preprocessing, segmentation, feature extraction, 
and classification of plant diseases. Section III discusses 
research challenges in the said domain. Finally, Section IV 
summarizes and concludes the current work.

II. Literature Review
Many approaches have been used in agriculture domain for 

automatic plant disease recognition in various plant parts such 
as fruit, root, stem, and leaf. A general plant disease detection 
and classification system using image processing includes 
five different stages, namely, data acquisition, preprocessing, 
segmentation, feature extraction, and classification. Fig. 1 
depicts this five-step procedure (Panigrahi, et al., 2020).

A. Data Acquisition
The first step in plant disease classification and detection 

system is image acquisition. A wide variety of devices such 
as digital camera and smart phone camera can be used to 
capture images of healthy and diseased plants.

B. Data Preprocessing
The preprocessing step in machine learning or deep 

learning is important for building an efficient dataset to 
develop generalizability of the model. In deep learning, a 
huge amount of data must be collected from different sources 
such as physical devices, tools, software programs such as 

Fig. 1. Flow diagram of the classification process  
(Panigrahi, et al., 2020).

web crawlers and manual surveys. The model performance 
may be affected during data collection due to hardware 
faults, software problems, tool failures, noise, and human 
errors. Data preprocessing might solve problems such as data 
not fitting into memory and local storage. It may also help 
visualize and accelerate the process.

Data preprocessing has an important effect on the 
performance of a supervised machine learning model. It can 
solve several kinds of problems on data using transformation, 
cleaning, normalization, feature extraction, and feature 
selection before being fed as input to the machine learning or 
deep learning model (Kotsiantis, Kanellopoulos and Pintelas, 
2006). Removing background noise and suppressing undesired 
distortions have been shown to advance some image features 
and make the input suitable for further processing (Shruthi, 
Nagaveni and Raghavendra, 2019; Oo and Htun, 2018). For 
instance, to boost the reliability of their model, Sladojevic, 
et al. preprocessed input images by cropping them manually, 
thereby highlighting region of interest by creating the square 
around the leaves (Sladojevic, et al., 2016).

In another study, Lu, et al. resized an image from 5760 
× 3840 into 512 × 512 RGB image to reduce the running 
time and dimension of training data (Lu, et al., 2017). In 
another work, Ashqar, Abu-Nasser and Abu-Naser, 2019 
preprocessed input images by resizing them to 128 × 128 
pixels, normalizing the pixel values to a [0,1] range, and 
balancing dissimilar classes (Ashqar, Abu-Nasser and Abu-
Naser, 2019). In (Chen, et al., 2020), Photoshop tools have 
been used to equally process images into RGB model for 
computations, and then, these images are resized to 224 × 
224 pixels. Table I shows different studies following various 
approaches for image preprocessing.
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TABLE I
Investigation of Pre-processing Techniques Applied in Plant 

Identification

Authors Pre-processing methods/Purposes 
Amara, Bouaziz and 
Algergawy, 2017

Image were resized and converted into 
grayscale

Lu, et al., 2017 Images were resized to smaller size to 
reduce a running time and dimensions

Sladojevic, et al., 
2016

Cropping all images manually and 
draw a square around the region of 
interest leaves 

Ashqar, Abu-Nasser 
and Abu-Naser, 2019

Resizee, normalized, and balance 
dissimilar class of image

Chen, et al., 2020 Photoshop tool used to equally 
processed images and resized images

Nagasubramanian,  
et al., 2019

RGB images transformed to HSV 
color spaces 

TABLE II
Summarizes Various Segmentation Process and Advantages

Authors Segmentation process Advantages
Nagasubramanian, 
et al., 2019

A threshold metrics of 
segmentation used for 
RGB wavebands

Employed for RGB 
wavebands of the charcoal 
rot stem hyperspectral 
image

Barbedo, 2018 Symptom segmentation 
used to separate the 
region of the symptoms 
are located

The accuracy obtained 
with localized symptom 
lesion regions higher than 
original image

Arnal Barbedo, 
2019

Separate spots and 
lesions were segmented 
in the images

Image number and data 
diversity increases and 
recognizing a numerous 
diseases in the same leaf is 
feasible

Mohanty, Hughes 
and Salathé, 2016

All extra background 
information are removed 
from leaves based on a 
set of masks that made 
by study of the color, 
saturation constituents, 
and lightness

It has better performance 
than using images of a 
gray-scale, and less than 
colored imagesC. Data Segmentation

Computer vision and pattern recognition tasks require 
intelligent segmentation to recognize the content of an image 
and to facilitate image analysis. Image segmentation process 
divides the visual input into slices, which are denoted as 
entities or parts of entities and involve a set of pixels. 
Segmentation analyzes image data to identify boundaries 
in images, simplify the illustration of image, and extract 
meaningful information for further processing. It has a 
significant role in recognition and categorization of various 
plant diseases. Deep learning models can be usually applied 
directly on images to eliminate the process of segmentation.

Several studies have been conducted on automatic 
segmentation using various techniques. For example, Barbedo 
realized that image segmentation might be beneficial to 
separate the region, where the symptoms are located. The 
accuracy obtained by a convolutional neural network (CNN) 
trained with localized symptom lesion regions (87%) was 
found to be higher than original image (76%) (Barbedo, 2018). 
Moreover, a threshold metric of segmentation can be employed 
for RGB wavebands of the charcoal rot stem hyperspectral 
image (Nagasubramanian, et al., 2019). The authors of (Arnal 
Barbedo, 2019) segmented images into separate spots and 
lesions, which increased image number and data diversity as 
well as made it feasible to recognize numerous diseases in 
the same leaf, where single symptoms were being considered. 
About 12% accuracy was achieved, which is greater than the 
case when raw images were used. The authors of (Mohanty, 
Hughes and Salathé, 2016) segmented leaves to remove 
unnecessary background information. They opted a method 
based on a set of masks made by studying the color, saturation 
constituents, and lightness of a series of image parts. They 
showed that segmented images perform better than grayscale 
images but worse than colored images. Table II summarizes 
various segmentation processes.

D. Feature Extraction
In pattern recognition, image features play a significant 

role and are part of an object in image to identify it. Features, 
most generally, describe image properties such as corners, 
edges, regions of interest points, and ridges. In plant disease 

recognition, color, shape, and texture have been used as 
characteristic descriptors to discriminate between plant object 
(foreground), and other unrelated objects (background). Image 
texture feature defines how the patterns of color are dispersed 
in an image. Image color feature is used to discriminate one 
disease from another. Moreover, due to diseases that have 
different shape features which are area, axis, and angle, they 
used to discriminate diseases (Panigrahi, et al., 2020).

Usually, machine learning datasets include a very huge or 
high dimensional data, which might contain correlated features, 
which can be misleading or redundant, which increases space 
size and makes data processing complex. Dimensionality 
reduction is a technique that can reduce the dimension of a set 
of features. Applying dimensionality reduction can represent 
data using a decreased group of features (Dara and Tumma, 
2018; Karthikayani and Arunachalam, 2020).

Whereas traditional pattern recognition approaches adopt 
handcrafted features, deep learning automatically adapts 
features in a better and modernized way from a huge dataset 
(Karthikayani and Arunachalam, 2020). Fig. 2 illustrates a 
simple way to compare traditional and deep learning methods. 
The latter is categorized as a group of machine learning 
algorithms, wherein input layers are basically mapped onto 
output layers (Mohanty, Hughes and Salathé, 2016). Such 
methods involve various layers of non-linear processing units 
for extracting and adapting features. All sequential layers use 
the previous layer’s output as an input (Benuwa, et al., 2016).

In a CNN, dimensionality reduction and the classification 
process are combined in the same model. CNNs use multiple 
feature extraction stages and avoid the complicated feature 
extraction procedure, and to learn the task specific features 
more efficiently.

Dimensionality reduction techniques can be broadly 
categorized into two types, namely, feature extraction and 
feature election (Karthikayani and Arunachalam, 2020), such 
as shown in Fig. 3 (Uddin, Mamun and Hossain, 2020). In 
machine learning, feature extraction is an important technique 
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for converting an input image into a set of features (Dara 
and Tumma, 2018) and for reducing the dimensionality of 
feature space (Karthikayani and Arunachalam, 2020). Feature 
extraction can decrease the number of features needed to 
define a huge input dataset (Dara and Tumma, 2018) and 
to delete the data that are less significant (Karthikayani 
and Arunachalam, 2020). It affects the learning algorithm 
accuracy for processing the data in a least amount of time 
(Karthikayani and Arunachalam, 2020).

The second type of technique for dimensionality reduction 
is feature selection, which aims to find the best features among 
the whole obtained features. It selects the most important 
and preferable features among all features from the original 
dataset. These features can provide relevant information about 
the data and enable accurate prediction at output stage (Dara 
and Tumma, 2018; Karthikayani and Arunachalam, 2020).

A CNN is a stack of non-linear transformation functions 
and can automatically learn representations from the data, 
to use the numerous feature extraction steps (Khan, et al., 
2020; Reyes, Caicedo and Camargo, 2015). It is a specific 
type of feed-forward neural network (information is fed from 
layer to layer without reversing) (Zbakh, et al., 2019) and 
is motivated by biological processes that occur in the visual 
cortex in the living beings of mind. In the 1980s, CNNs 

were initially proposed for digit recognition (LeCun, et al., 
1989). Recently, CNN-based deep learning architectures have 
enabled huge-scale object recognition tasks.

CNNs are capable of extracting features hierarchically and 
classifying them (Khan, et al., 2020). A CNN has several 
layers that hierarchically calculate features from images as 
an input. Deep CNNs have been used for large-scale image 
classification for the 1st time in (Krizhevsky, Sutskever and 
Hinton, 2017) and exhibited remarkable performance. CNN 
architecture consists of convolution layers, a pooling layer, an 
activate function layer, dropout layers, and a fully connected 
layer at the end, as shown in Fig. 4.

Convolutional and pooling layers act as feature extractors 
(Amara, Bouaziz and Algergawy, 2017). The Convolutional 
layer keeps the outcomes of the convolution of filters or kernels 
of the preceding layer (Durmus, Gunes and Kirci, 2017). These 
filters or kernels to be learned contain weights and biases; all 
filters are restricted spatially but expand with comprehensive 
depth of input volume (Dara and Tumma, 2018). In addition, 
convolution layers produce a feature map by extracting features 
of an input image using a filter or kernel (Ibrahim, Sabri and 
Isa, 2018). The kernel (window) slides over the entire image 
step by step. The result is taken from summation over the entire 
image (Zbakh, et al., 2019). Different feature maps yield from 

Fig. 2. Feature extraction between a traditional machine and deep learning.

Fig. 3. Dimensionality reduction techniques (Uddin, Mamun and Hossain, 2020).
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multiple convolutional layers and different filters to ensure 
complete extraction of various features.

The activation function has a significant role in the learning 
process, and thus, selecting a proper activation function 
would affect the training dynamics and task performance 
(Ramachandran, Zoph and Le, 2017). Various activation 
functions have been used to inculcate non-linear combination 
of features (e.g., ReLU, sigmoid, tanh, and maxout) (Khan, 
et al., 2020) and to increase non-linearity of the network 
(Durmus, Gunes and Kirci, 2017). The most commonly used 
function is ReLU, which is a piecewise linear function, in 
which all negative pixel values are replaced by zero, whereas 
positive pixel values are retained (FatihahSahidan, et al., 
2019; Gu, et al., 2018).

The pooling layer works independently over the entire input 
depth to rescale it. Hence, the feature matrix is decreased (Dara 
and Tumma, 2018). Pooling layer has a significant concept 
after activation function to obtain a strong feature versus noise 
and distortion (Saufi, et al., 2018). It is used to decrease the 
connection numbers between convolutional layers, reduce 
the sampling size, and decrease the dimensionality of feature 
mapping (Ibrahim, Sabri and Isa, 2018; Gu, et al., 2018), 
reduce neuron size, and reduce overfitting (Durmus, Gunes 
and Kirci, 2017). Commonly used pooling methods include 
max, average, mixed, and stochastic pooling. Dropout layers 
are used to avoid overfitting, which randomly shuts down the 
neurons in the network (Durmus, Gunes and Kirci, 2017).

E. Classification
Classification is generally accomplished using fully 

connected layer with an activation function softmax, in 
which computer program uses learned features from input 
data to categorize the same into predefined classes (Amara 
et al., 2017) and uses various collections of features (Dara 
and Tumma, 2018). Many classification techniques have been 
used in agricultural domain for investigating plant diseases. 
Traditional machine learning methods have been extensively 
implemented in agricultural arena. In addition, the deep CNN 
techniques have been applied for object identification and 
plant disease categorization and have witnessed tremendous 
developments in past years. Deep learning has been 
extensively considered for computer vision tasks in current 
years, and thus, a huge number of related techniques have 
been developed. Although it has been proven to be effective 

in different classification and detection problems, it is very 
challenging to grasp unknown objects due to the different 
shape and posture of objects (Jiang, et al., 2021). For 
example, LeNet model as a CNN has been used in (Amara, 
Bouaziz and Algergawy, 2017) to classify two banana leave 
diseases, namely, banana speckle and sigatoka. The authors 
of (Liu, et al., 2017) designed a novel deep CNN architecture 
for accurately classifying four different types of apple 
diseases such as mosaic, rust, brown spot, and Alternaria 
leaf spot. They used a dataset of 13,689 images of unhealthy 
apple leaves and obtained overall accuracy of 97.62%. Lu, et 
al. developed an innovative CNN-based identification method 
to categorize ten common rice diseases. Using this model, 
they attained an accuracy of 95.48% on a dataset including 
500 images of unhealthy and healthy rice leaves and stems 
(Lu, et al., 2017). The authors of (Ashqar, Abu-Nasser and 
Abu-Naser, 2019) selected a CNN (ConvNet-based) approach 
for classifying plant seedlings with a dataset containing 
approximately 5000 images belonging to 12 different species.

Transfer learning is the process of reusing a pretrained model 
for solving a new problem that is different from scratch, which 
involves learning or training data from basic. For instance, 
the authors of (Chen, et al., 2020) studied transfer learning of 
deep CNN to classify diseased leaves. They chose VGGNet 
and inception models for improving the learning capability 
of small lesion signs. The authors of (Arnal Barbedo, 2019) 
used a pretrained CNN that employed GoogLeNet architecture 
to study the use of separate spot and lesions, instead of using 
whole leaves and classified various plant infections. They 
concluded that the accuracy attained from separate lesions and 
spots was 94%. Mohanty, et al. evaluated and focused on two 
famous deep CNN models, namely, AlexNet and GoogLeNet, 
trained using scratch and transfer learning, to classify 14 crop 
classes and 26 diseases. They noted that GoogLeNet reliably 
performs better classification based on training transfer learning 
on images of unhealthy and healthy leaves, and attained an 
accuracy of 99.35% (Mohanty, Hughes and Salathé, 2016). In 
addition, Nagasubramanian, et al. improved a technique named 
a supervised 3D-CNN for learning the spectral and spatial 
information of hyperspectral images of healthy leaves and 
charcoal rot disease categorization examples in soybean stems. 
They explained the significance of specific hyperspectral 
wavelengths in categorization using a saliency map-based 
visualization technique and obtained a 95.73% classification 

Fig. 4. Convolutional neural network architecture.
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accuracy (Nagasubramanian, et al., 2019). A state-of-the-art 
CNN model from scratch proposed in (Omer, Ghafoor and 
Askar, 2022) to diagnosis five cucumber leaf diseases and one 
healthy leaf. A comparative experiments were conducted based 
on applying pretrained models (AlexNet, Inception-V3, and 
ResNet-50) to prove the authenticity of the proposed CNN.

In general, most studies in the extant literature are 
dedicated to plant disease classification. However, plant 
disease identification (both localization and classification) is 
a complicated task. Some deep learning techniques have been 
developed for the purpose of plant disease detection. Deep 
learning meta-architectures such as Faster Region-based 
CNN (Faster R-CNN), Region-based Fully Convolutional 
Network (R-FCN), and Single Shot Multibox Detector 
(SSD) have been used as a detector for categorization and 
localization of plant leaves disease (Saleem, et al., 2020), and 
they have been used in (Fuentes, et al., 2017) for detecting 
tomato diseases and pests, with suitable performance.

The authors of (Durmus, Gunes and Kirci, 2017) used 
AlexNet and SqueezeNet models to detect tomato diseases 
from leaf images and found that the former performed 
slightly better than the latter in terms of accuracy. Sladojevic, 
et al. developed an innovative technique based on deep CNN 
for detecting plant diseases automatically and classified 13 
different kinds of plant diseases from the healthy leaf images 
using CaffeNet CNN architecture. The authors achieved 
an average accuracy of 96.3% (Sladojevic, et al., 2016). 
In addition, Hernández and López proposed a method for 
detecting plant diseases based on a probabilistic programming 
using Bayesian deep learning procedures (Hernández and 
López, 2020). Ferentinos used five CNN models, namely, 
AlexNet, AlexNetOWTBn, GoogLeNet, Overfeat, and 
VGG to detect plant illnesses using images of healthy and 

unhealthy leaves. They reported VGG to be a successful 
model with a 99.53% success rate on test dataset containing 
17,548 images (Ferentinos, 2018). In another study, 
Ramcharan, et al. applied transfer learning for training a deep 
CNN Inception v3 to detect three cassava diseases and two 
kinds of pest damage (Ramcharan, et al., 2017). Table III, 
summarized that several algorithms had been carried out for 
plant leaf disease classification.

F. Dataset
In the previous studies, various datasets have been 

used for plant disease classification and detection tasks. 
Some of those datasets are PlantVillage dataset, which 
contains healthy and diseased images of five crops, namely, 
apple (Liu, et al., 2017), corn, grape, potato, and tomato 
(FatihahSahidan, et al., 2019; Ramcharan, et al., 2017). 
In addition, the authors of (Ramcharan, et al., 2017) used 
cassava disease dataset, whereas the authors of (Saleem, et 
al., 2020) used ImageNet dataset. The authors of (Amara, 
Bouaziz and Algergawy, 2017) used a real banana disease 
dataset, in which they derived from the PlantVillage dataset. 
Several steps are required for the implementation of deep 
learning algorithms, as shown in Fig. 5 (Saleem, et al., 2020) 
that start from data collection to visualization mappings.

We can infer from this section that, even though some 
deep learning models have been developed for image 
classification in the application of plant disease diagnosis 
and detection, this is still a fertile area of research and 
should result in improvements for better recognition of 
plant diseases in various situations, such as different lighting 
conditions and taking real background into consideration. It 
also concluded that leaf is the most commonly used plant 
organ for classifying plant diseases, as its image can be easily 

TABLE III
Summarizes Various Studies for Plant Disease Classification

Authors Methods Dataset Accuracy
Saleem, et al., 2020 Faster R-CNN, R-FCN 

with ResNet , and SSD 
with Inception 

PlantVillage 73.07%

Amara, Bouaziz and Algergawy, 2017 LeNet  PlantVillage (2 types of banana leaves 
diseases)

0.9757

Lu, et al., 2017 CNN rice diseases (10 common diseases) 95.48%
Sladojevic, et al., 2016 CNN (CaffeNet ) PlantVillage (13 different diseases) 96.3%
Ashqar, Abu-Nasser and Abu-Naser, 2019 CNN (ConvNet) Plant seedling dataset 99.48%
Chen, et al., 2020 VGGNet and Inception Rice plant images 92.00%
Nagasubramanian, et al., 2019 Supervised 3D-CNN 4 soybean genotypes were selected 

from soybean stem samples 
95.73%

Barbedo, 2018 CNN ( GoogLeNet) Freely available dataset contains 
almost 50,000 images

94%. from separate 
lesions and spots

Mohanty, Hughes and Salathé, 2016 AlexNet and GoogLeNet PlantVillage 99.35% from GoogLeNet
Durmus, Gunes and Kirci, 2017 AlexNet and SqueezeNet PlantVillage (tomato leaves ) 0.9565 from AlexNet
Liu, et al., 2017 CNN (Goo- gLeNet) Apple images  

( 4 common types of apple disease )
97.62%

Fuentes, et al., 2017 Faster R-CNN, R-FCN, 
and SSD with ResNet

PlantVillage (tomato leaves ) 88.20% from RFCN with 
ResNet 50

Ferentinos, 2018 AlexNet, Overfeat, 
AlexNetOWTBn, 
GoogLeNet, and VGG

Openly available database contains 
87,848 images

99.53% from VGG 

SSD: Single Shot Multibox Detector
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collected, and it is green and smooth during all four seasons. 
Another finding is that it presents that the PlantVillage 
dataset was used in the majority of the studies. It includes a 
simple background and several photos of various plant spices 
with their diseases. However, the actual environment needs 
to be taken into account for a realistic scenario.

III. Research Challenges
Nowadays, deep learning models have attained good 

performance and promising results in various domains, such 
as image classification and detection, speech recognition, and 
object detection. Such models are advanced enough to deal with 
complicated tasks. Different architectural models have been used 
in deep learning recently to obtain significant performance and 
efficiency. Despite the developments and improvements that have 
been applied to deep learning models in various research studies, 
especially in plant disease classification and detection, numerous 
significant research gaps and challenges still need to be addressed 
before implementing different deep learning architectures for 
plant disease recognition. Research issues and challenges that 
have been recognized in this paper are hyperparameter tuning, 
model overfitting, plant organs, unavailability of plant disease 
dataset, and different plant diseases.

A. Hyperparameter Tuning
The state-of-the-art models automatically learn features 

from images and classify on the basis of these learned 
features. Traditional machine learning models, on the other 
hand, manually extract features and tune them, which can be 
time consuming. Throughout the training and testing of the 
model, a set of parameters, for learning process, known as 
hyperparameters, are used. A large set of hyperparameters are 
used in various deep learning architectures (Hutter, Lücke 
and Schmidt-Thieme, 2015).

In every dataset, hyperparameter tuning has a significant 
effect on training the model to obtain a good performance and 

develops validation errors (Victoria and Maragatham, 2021). 
Hyperparameters include the parameters of (i) regularization, 
(ii) network architecture, such as layer numbers and sigmoid 
transfer function kinds, (iii) sample numbers and learning 
rates, (iv) preprocessing, such as reducing dimensionality 
and normalization, and (v) initialization weight parameters. 
Theoretically, several methods have been treated using hyper-
prior and manually using optimization techniques.

Some of these hyperparameters pose a greater challenge 
of grounded mathematical treatment (Hutter, Lücke and 
Schmidt-Thieme, 2015). In such instances, hyperparameter 
tuning of a deep learning architecture is an issue that must 
be addressed based on empirical data using improving 
theoretical background and evaluating the performance of 
the network (Angelov and Sperduti, 2016), such as shown in 
Fig. 6 (Analytics vidhya, 2020).

For instance, a simplified system or improved technique 
would require less hyperparameters. On the other hand, 
a complex system can be customized automatically using 
hyperparameter optimization algorithms in a given application 
for optimal performance (Hutter, Lücke and Schmidt-Thieme, 
2015). Victoria and Maragatham proposed a Bayesian 
hyperparameter optimization technique for improving model 
performance, where all hyperparameter values are optimized 
(Angelov and Sperduti, 2016).

B. Model Overfitting
Overfitting is an issue facing machine learning algorithms, 

especially deep learning models, in which errors or random 
noise occur rather than the underlying relationship described 
in the model (Liu, et al., 2017). Overfitting has been shown to 
have a negative effect on robust performance of the training 
set across multiple datasets such as ImageNet, CIFAR-10, 
CIFAR-100, and SVHN (Rice, Wong and Kolter, 2020), such 
as shown in Fig. 7. Liu, et al. employed several techniques to 
avoid overfitting. They used dataset augmentation operations 
such as mirror symmetry, image rotation, PCA jittering, and 
brightness adjustment to increase the diversity of training 
images and enhance the generalizability of their model (Liu, 
et al., 2017).

The authors of (Rice, Wong and Kolter, 2020) studied 
data augmentation and regularization techniques to 

Fig. 5. Flow diagram of deep learning implementation [2]. Fig. 6. Hyperparameter tuning process [43].
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remedy overfitting. Their experimental testing showed that 
regularization methods do not robustly prevent overfitting 
and tend to make the model over-regularized. Furthermore, 
the authors of (Arsenovic, et al., 2019) used two different 
argumentation algorithms to prevent overfitting, namely, 
traditional augmentation methods, like pixel-wise changes or 
rotations, and training using generative adversarial network. 
They used local normalization obtained using response-
normalization layers and used convolution layers instead of 
some fully connected layers (Liu, et al., 2017). Furthermore, 
another way to prevent the model from overfitting using 
transfer learning is by retraining the last few layers and 
freezing the first layer (Barbedo, 2018). The authors of 
(Mohanty, Hughes and Salathé, 2016) changed the data ratio 
of train and test sets. In addition, two different methods such 
as training the network model using more examples and 
changing network complexity like changing structure and 
parameters of the network have been used to reduce overfitting 
(Brownlee, 2018). In neural network, dropout means removing 
units from the network temporarily along with outgoing and 
incoming connections during training process. Srivastava, et 
al. used the dropout algorithm for resolving the overfitting 
problem. They noted that this technique can provide a 
significant development over regularization algorithms and 
markedly reduce overfitting (Srivastava, et al., 2014).

C. Plant Organs
Plants have various organs that have been used as a 

characteristic to be studied by researchers in various fields, 
especially in disease recognition and detection task.

Based on this review paper, leaf plant organ had been 
mostly used by researchers such as in (Saleem, et al., 2020; 
Amara, Bouaziz and Algergawy, 2017; Ashqar, Abu-Nasser 
and Abu-Naser, 2019; Nagasubramanian, et al., 2019; Dara and 
Tumma, 2018; FatihahSahidan, et al., 2019; Ferentinos, 2018; 
Ramcharan, et al., 2017; Victoria and Maragatham, 2021; and 
Angelov and Sperduti, 2016), for the purpose of classifying 
and detecting plant diseases. In (Arnal Barbedo, 2019), instead 
of using entire leaf, separate spot and lesions have been used.

However, many diseases have been better categorized in 
other organs using their symptoms. For instance, the stem has 

been used in (Lu, et al., 2017; Barbedo, 2018). Furthermore, 
in Ashqar, Abu-Nasser and Abu-Naser (2019) seeding has 
been used for classification. Hence, a comprehensive plant 
image dataset must be constructed to incorporate images of 
other plant organs and better classify plant diseases.

D. Challenges Associated with Constructing Large Datasets
In deep learning, a huge dataset with a wide variety is 

required. However, constructing such a dataset involves 
challenges. Barbedo realized that plant species, disease 
variety, variety of conditions in capturing image, and sample 
numbers in each class of the dataset affect and prevent deep 
learning models more widely to be used in practice (Barbedo, 
2018). Data annotation is one of the important tasks that 
require expert assistance to label an input image accurately 
(Kamilaris and Prenafeta-Boldú, 2018).

Researchers have used different datasets in their studies to 
train deep learning models. For instance, a publicly available 
PlantVillage dataset is mostly used to calculate the accuracy 
and performance, which contains many different healthy and 
diseased images with simple plain background. Yet, most 
researchers have used similar architectural design and obtained 
a quite redundant result from their experiments on the dataset 
such as (Amara, Bouaziz and Algergawy, 2017; Dara and 
Tumma, 2018; Victoria and Maragatham, 2021; Brahimi, 
Boukhalfa and Moussaoui, 2017; and Cruz, et al., 2017). 
Although they have used several aspects of the model for 
training and testing the system for plant disease recognition, 
they have still not gained enough new information. Thus, new 
tests should be considered with supplementary interesting 
datasets (Barbedo, 2018). Some researchers have also 
constructed a synthetic dataset (Sladojevic, et al., 2016). 
However, many challenges still needed to be addressed.

In general, in agriculture field, there is not an enough 
available dataset to researchers. For this purpose, researchers 
are required to improve and build a new dataset that includes 
some different plant organs and different leaf diseases.

E. Challenges of Plant Diseases
Plant disease management and pathology are faced with 

ever-growing challenges. On the one hand, agricultural 
productivity has reduced due to depleting natural resources 
and diminishing arable lands. On the other hand, due to 
increasing global population, requests for high quality and 
varied food have increased. In addition, the evolution and 
epidemics of plant diseases have globally increased due 
to intensification, resources such as water, fertilizer, and 
pesticides (He, Zhan and Xie, 2016). Plant diseases and pests 
are the major reason that lead to substantial economic losses 
and reduced plant yields. In technological advancements, the 
theories of plant diseases and pest diagnoses such as detection 
and classification have been developed from symptoms and 
signs of the diseases (Balodi, et al., 2017).

In the future, plant disease management plans, such as an 
accurate plant disease recognition, are important and must 
be emphasized more for societal development, food security 
globalization, climate change, and disease prevention. In the 
field of plant pathology advancements, some new avenues 

Fig. 7. Overfitting in machine learning.
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for specific and sensitive plant diagnosis procedures have 
been developed that are coupled with molecular biology, 
bioinformatics, and biotechnology (He, Zhan and Xie, 2016; 
Balodi, et al., 2017).

IV. Conclusion
In agriculture farming, plant diseases and pests affect the 
food loss production if sufficient care is not given. Therefore, 
an automatic diagnosis plant disease and detection system 
is essential, as it has many benefits to people in the field 
of agriculture, pharmaceutical industry, etc. The automated 
plant disease diagnosis systems combine the expertise 
of phytopathology experts with the capacity to extract 
symptomatic features using CNN algorithms to identify and 
classify plant diseases and pests. This paper is a review and 
summarized techniques of the deep CNN-based plant disease 
diagnosis and detection. It also presents some issues and 
challenges regarding the plant disease classification, detection 
and dataset characteristics, due to the diversity of problems 
and the specificities of real-world scenarios that increase the 
difficulty to semantically catalog the data in representative 
datasets. In addition, this review investigated some deep 
learning architectures, this is still a fertile area of research for 
researchers to address gaps in different agricultural domains 
by integrating image processing and machine learning, 
especially CNN-based approaches. Another finding is, deep 
learning models should be effective for many illumination 
conditions; therefore, the datasets should include images from 
a variety of field scenarios in addition to those that depict the 
real environment. One can conclude from the review, that the 
CNN models are a widely used in diagnosis and detecting 
plant disease and pests, for which an accurate and fast 
model is necessary. In addition, to comprehend the variables 
influencing the identification of plant disease, such as the 
classes and quantity of datasets, learning rate, illumination, 
and similar aspects, a comprehensive study is necessary.
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Effects of Crude Plant Extracts from Five Parts of 
Melia azedarach on Tribolium confusum
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Abstract—Tribolium confusum is one of the most common pests 
of many commodities, especially cereals and their products. These 
pests are known for being the most destructive insect pests attacking 
and infesting stored flour and grain in soil, warehouses, grocery 
stores, and homes. Therefore, this study aims to control these 
pests with an environmentally friendly, healthier, and cost-effective 
pesticide instead of the common artificial chemicals to practice the 
current management of cereal storage pest control in the Kurdistan 
Region of Iraq. For this to be achieved, the toxicity effect of crude 
plant extracts from five different parts of Melia azedarach in tap 
water with concentrations of 50%, 60%, 70%, 80%, and 90% at 
different times (2, 4, 6, 8, and 10 h) against stored-product insect 
was tested. The toxicity effect of these extracts varied based on the 
crude plant part extracts, concentrations, and exposure period 
according to the SAS system investigation on the mortality rate of 
T. confusum adults (Duncan test). The extracts’ compatibility with 
treated adults of T. confusum in the clear petri dish was noted. 
Besides, the number of dead adults was measured by loss of motion.

Index Terms—Crude plant extract, Melia azedarach, 
Tribolium confusum, Mortality.

I. Introduction
The quantitative and qualitative agricultural saved yields are 
important sources of world food. They are getting lost by the 
attack of more than 600 species of beetle pests (Rajendran, 
2002; Kostyukovsky and Trostanetsky, 2006; Meena, Suhag 
and Prates, 2006; Stejskal, et al., 2015). Confused flour 
beetle Species (Tribolium confusum), Family: Tenebrionidae, 
and Order: Coleoptera is one of the most common beetles 
that have a crucial impact on different types of stored cereal 
(Soomro and Sultana, 2018; and Gharsan, et al., 2018). Since 
different types of control for insect contamination are a major 
problem in food commodities of food industries (Isman, 
2006), many different materials are tested on protecting cereal 
yields against insect pests in storage (Adler, Ojimelukwe 

and Tapondjou, 2000; Weaver and Subramanyam, 2000; 
Isman, 2006).

Chemical materials are commonly used as pesticides in 
crop protection, which cause environmental pollutants and 
have undesirable effects on animals and human beings. 
Thus, bioinsecticides have been used as various strategies 
for controlling insect pests in recent years (Khambay, et al., 
2002; Hashim and Devi, 2003; and Nathan, et al., 2005).

The method of insect control with plant extracts has 
a great impact on insects, including ovicidal, repellent, 
antifeedant, sterilization, and toxic effects in insects, for 
instance, the toxicity may happen through contact, and 
ingestion, or through fumigant action (Isman, 2006). The 
extract compounds from some chemotypes of the common 
Name: Bead Tree, Kurdish Name: Zhehre Masi, Species: 
Melia azedarach, Family: Meliaceae, and Order: Sapindales 
have been reported to be toxic to insects (Kanver, Rao and 
Batra, A., 2014).

The present study aimed to test the natural plant extract 
of M. azedarach in different concentrations and times against 
the severe crop-product pest (T. confusum).

II. Materials and Methods
A. Plant Extract
First, fresh plant parts of M. azedarach, such as a 

premature leaf, mature leaf, flower, pre-mature fruit, 
and mature fruit were collected from Koya town. Then, 
plant parts are washed with water, dark-shade dried, and 
grind to powder using an electric blender. Followed by, 
about 20 g of each plant part’s powder being soaked in 
100ml of tap water in different glass bottles. After 1 day, 
the solutions were filtered using filter paper and stored 
in a glass container in a refrigerator (4°C) (Negahban, 
Moharramipour and Sefidkon, 2007). Finally, plant part 
extracts were tested to determine the mortality percentage 
of T. confusum adults.

B. Insect Collection
Two to three weeks old adults of confused flour beetle 

(T. confusum) were collected and separated from the 
contaminated flour and rice (Mohamed, Zaitoun and Singer, 
2013). The insect was reared in a hot place approximately at 
30°C before the test.
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C. Mortality Test
The extracted parts of the plant were used to test the adult 

mortality rate of T. confusum. The extracts were mixed with tap 
water to make different concentrations (50%, 60%, 70%, 80%, 
and 90%). The filter paper was placed inside the petri dish 
(6 cm diameter) and then 10 adults of the insect were released 
into each petri dish. After that, they were sprayed with each 
concentration from each part of the plant until the insect body 
was rushed. The same number of insects was treated with tap 
water and used as a control in the test. Four replications were 
done for each concentration and control in each part of the 
plant (Sahaf, Moharramipour and Meshkatalsadat, 2008). The 
adult confused flour beetle mortality was recorded at 2, 4, 6, 
8, and 10 h after the treatment. The number of insect mortality 
was measured using direct observation with naked eyes, and 
when the insect has no motion, the insect was considered dead 
(Muhammad, 2008).

III. Results and Discussion
This study was conducted to determine the insecticidal 

activity of chemical materials in the crude plant part extracts 
of M. azedarach, they were used on the adult of T. confusum. 
The different rates of insect mortality were caused by the 

impact of different crude plant part extracts of M. azedarach 
regarding different concentrations and times.

The relation between five crud plant extracts (A) of 
M. azedarach, which was prepared into five different 
concentrations with control (B) at five different periods 
of exposure (C) on the adult of Confused Flour Beetle (T. 
confusum) is presented in Table I. The efficiency of crude 
plant extract of the pre-mature leaf was tested against 
concentrations of 50% and 60%. The concentration of 50% 
for mature leaf crude plant extracts showed the lowest 
effect on the mortality rate of T. confusum adult after 2 h, 
which was about 0.00%. However, the highest mortality 
rate at the same period of exposure was raised to 40% for 
mature fruit crude plant extract at 90% concentration. After 
4 h treatments, the value of minimum mortality rate was 
recorded, which was 2.50% against 50%, 60%, and 70% 
concentration for the immature leaf crude plant extract 
determined for confused flour beetle adult and the loftiest 
mortality rate was 77.50% at a concentration of 90% was 
found for crude plant extract of the mature fruit. The 
minimum toxicity effects of mortality rate for the crude plant 
part extracts against T. confusum were about 2.50% after 6 h 
at concentrations of 50% and 60%. However, the maximum 
mortality rate was escalated to 92.00% after 6 h treatments 

TABLE I
Illustrate the Interactions between Crude Plant Part Extracts (A), Crude Plant Part Extract Concentrate (B) and Mean Mortality % of Adult 

Tribolium Confusum at Different Exposure Periods (h) (C)

Crude plant part extract (A) The concentration of plant part extract (B) Mean mortality % of adult Tribolium confusum at different exposure periods (h) (C)

(2) h (4) h (6) h (8) h (10) h p value
Pre-mature leaf C 0.00±0.00 0.00±0.00 0.00±0.00 0.00±0.00 0.00±0.00 non

50 0.00±0.00 0.00±0.00 2.50±2.50 2.50±2.50 2.50±2.50 0.7362
60 0.00±0.00 2.50±2.50 5.00±2.88 5.00±2.88 7.50±2.50 0.2837
70 5.00±2.88 5.00±2.88 5.00±2.88 10.00±2.88 20.00±4.08 0.0092
80 12.50±2.50 15.00±2.88 20.00±4.08 25.00±2.88 35.00±2.88 0.0009
90 15.00±2.88 17.50±4.78 30.00±4.08 37.50±4.78 52.50±4.78 0.0001

Mature leaf C 0.00±0.00 0.00±0.00 2.50±2.50 2.50±2.50 5.00±2.88 0.4146
50 0.00±0.00 5.00±2.88 5.00±2.88 10.00±4.08 10.00±4.08 0.1916
60 5.00±2.88 7.50±2.50 15.00±2.88 15.00±2.88 17.50±2.50 0.0226
70 7.50±2.50 12.50±2.50 15.00±2.88 17.50±2.50 27.50±2.50 0.001
80 17.50±2.50 27.50±2.50 32.50±2.50 37.50±2.50 47.50±6.29 0.0014
90 20.00±4.08 35.00±6.45 42.50±4.78 52.50±2.50 62.50±4.78 0.0001

Flower C 2.50±2.50 2.50±2.50 2.50±2.50 5.00±2.88 5.00±2.88 0.8961
50 15.00±5.00 17.50±2.50 22.50±4.78 22.50±4.78 22.50±4.78 0.6519
60 15.00±5.00 17.50±2.50 22.50±4.78 22.50±4.78 22.50±4.78 0.6519
70 22.50±2.50 37.50±4.78 45.00±5.00 47.50±6.29 52.50±4.78 0.0084
80 40.00±4.08 57.50±4.78 65.00±5.00 72.50±4.78 72,50±4.78 0.001
90 45.00±2.88 67.50±2.50 77.50±6.29 77.50±6.29 77.50±6.29 0.0016

Pre-mature fruit C 0.00±0.00 2.50±2.50 2.50±2.50 2.50±2.50 2.50±2.50 0.9052
50 10.00±4.08 20.007.07 27.50±10.30 37.50±8.53 42.50±6.29 0.0522
60 15.00±2.88 20.00±4.08 27.50±4.78 35.00±6.29 37.50±6.29 0.0313
70 12.50±4.78 30.00±7.07 32.50±8.53 45.00±6.45 45.00±6.45 0.0227
80 27.50±2.50 35.00±2.88 47.50±4.78 50.00±7.07 55.00±6.45 0.0091
90 35.00±6.45 47.50±2.50 55.00±2.88 65.00±2.88 75.00±6.45 0.0002

Mature fruit C 2.50±2.50 2.50±2.50 2.50±2.50 2.50±2.50 5.00±2.88 0.9413
50 10.00±4.08 22.50±4.78 32.50±4.78 37.50±2.50 40.00±4.08 0.0007
60 12.50±4.78 27.50±2.50 40.00±4.08 50.00±4.08 55.00±6.45 0.0001
70 32.50±7.50 47.50±7.50 50.00±5.77 60.00±5.77 62.50±4.78 0.0326
80 42.50±4.78 57.50±2.50 70.00±8.16 77.50±6.29 82.50±4.78 0.001
90 60.00±4.08 77.50±4.78 97.50±2.50 100 100 0.00
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with 90% concentrations for mature fruit crude plant extract 
against the adult of T. confusum. The mortality of adult 
insects that were affected by M. azedarach crude plant 
extract of pre-mature leaf was recorded at the lowest rate 
of about 5.00% after 8 h at concentrations of 50% and 60%. 
On the other hand, at the same time, the highest mortality 
rate was elevated to 100% at 90% concentration for mature 
fruit crude plant extracts. Finally, after 10 h of treatment, 
the lowest mortality rate was 5.00% with 50% concentration 
against the adult of T. confusum which was fixed for pre-
mature leaf crude plant extract, while the highest mortality 
rate of 100% after 10 h was found at 90% concentrations 
of mature fruit crude plant extract of M. azedarach. This 
study investigated the activity of the crude plant extract of 
the fruit of the Argentinian M. azedarach L. (Meliaceae). 
The use of these plant extracts as a pesticide has an effective 
potential impact on pest control programs (Mariäa, et al., 
2003). The obtained data from the Crude plant extract of 
M. azedarach fruit contributes to a better understanding of 
the toxicity action as a bio-insecticide (Al-Mehmadi and Al-
Khalaf, 2010).

Overall, the results from this investigation indicate that 
the mature fruit crude plant extract was able to induce 
more than three-fourths mortality at 4 h, and reached its 
maximum value of 100 at 8 h of treatment. The results 
for the other crude plant part extracts against the adult of 
T. confusum show encouraging results that agree with the 
study that was done by Ali and Mohammed in 2013, who 
showed that the effect of the extracts as a pesticide was 
raised with the exposure time with increasing concentration. 
Besides, it was established that there were mortality rates in 
all concentrations and times for extracts of five crude plant 
part extracts of M. azedarach on the adult of T. confusum 
compare to the controls. Sensitive species of Coleoptera 
seem to be affected particularly by this crude plant extract 
to a point that in many cases toxicity defunct values are as 
high as 90–100% (Mariäa, et al., 2003).

IV. Conclusion
Using this natural fast-acting insecticide, we may have a 
sustainable strategy for improving the insecticide’s ability 
to control T. confusum adults as it is cost-effective, and 
environmentally friendly to human beings and the rest of the 
ecosystem. Notably, the most active part of the M. azedarach 
plant was the mature fruit crude plant part extracted from the 
procured mortality data; hence, T. confusum can be controlled 
using this method.

From the results, the effectiveness of crude plant extracts 
from the five plant parts of M. azedarach as an insecticide, 
the following can be concluded:
1. The crude plant extracts can be used to control the adults of 

T. confusum, especially the mature fruit of the plant.
2. Reducing the environmental impact which otherwise could 

be caused by dangerous artificial pesticides.
3. This fast-acting insecticide is cost-effective.
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Abstract—In general, the physical and rheological properties of 
asphalt binder are directly affecting the resistance of asphalt mix to 
the permanent deformation (rutting), water damage, and thermal 
cracking. The degradation in these properties leads to severe 
distresses that appear in the pavement and, consequently, make the 
repair and maintenance very expensive. Since the modified-asphalt 
cement may help to minimize such aforementioned distresses, this 
research is established for this purpose. It aims to investigate the 
physical and rheological properties of modified-asphalt cement 
with silicone, dense silicone rubber, and ethylene propylene diene 
monomer rubber. Five contents for each type of hot glue are 
investigated; 0.4, 0.8, 1.2, 1.6, and 2% of the asphalt cement weight. 
Conventional asphalt cement tests such as penetration, softening 
point, dynamic viscosity, and ductility tests are conducted to 
evaluate the hot glue-modified asphalt cement properties. Moreover, 
the Marshall and indirect tensile strength tests are conducted to 
examine the effect of hot glue on the performance of the asphalt 
mixtures at concentrations of 0.8 and 1.6% of the asphalt cement 
weight. The results show that the hot glue-modified asphalt cement 
leads to an increase in the hardness and consistency, and a reduction 
in the temperature susceptibility of asphalt cement. These features 
lead to better Marshall stability and tensile strength ratio, as 
compared with the standard asphalt cement mixture.

Index Terms—Hot glue, Silicone, Dense silicone rubber, 
Ethylene propylene diene monomer rubber, Modified 
asphalt cement, Indirect tensile strength, Marshall 
Stiffness.

I. Introduction
In Iraq, the asphalt pavement has significant distress due to 
both climatic conditions and the growing traffic volume of 
heavy trucks; accumulation of these factors with inadequate 
maintenance has caused distresses on pavement surface in 
recent years. Due to this, it is essential to modify asphalt 

cement with materials that can help achieve the best 
performance of the asphalt to improve its qualities.

Lewandowski (1994) summarized the main reasons that 
led to the modification of asphalt cement with various types 
of additives that play a role in obtaining softer mixtures 
to resist cracking at low temperatures or stiffer blends 
to reduce rutting at high temperatures or to improve the 
fatigue resistance of mixtures or to increase the stability and 
strength of mixtures. According to King and King (1986), the 
selection of an asphalt cement modifier for a given project 
may be influenced by various other factors such as cost, 
availability, expected performance, and workability.

Fernando and Guirguis (1983) found that rubber is a 
great organic polymer for blending with asphalt cement to 
modify the type of road binder due to its inherently chemical 
components. The resulting binder has improved durability, 
distortion resistance, flexibility at low temperatures, and 
viscosity at high temperatures. On the other hand, Tayebali, 
et al. (1992) concluded that using reclaimed rubber 
obtained from used tires, polyethylene in the form of low 
density (LDPE) for asphalt cement modification performed 
satisfactorily. Similarly, Khodary Moalla Hamed (2010) 
investigated how scrap tires (Crumb rubber) affected the 
rheological characteristics and fatigue resistance of asphalt 
mixtures, comparing them to commercial polymers such 
as styrene-butadiene-styrene (SBS). The outcomes show a 
significant enhancement in the fatigue behavior of all used 
modifier types compared to conventional mixtures.

Kumar, Choudhary and Kumar (2019) researched the 
use of ethylene-propylene-diene-monomer (EPDM) rubber 
waste from scrapped automotive rubber parts other than tires 
to modify asphalt binder. The results showed that EPDM-
modified binders perform better than the control (unmodified) 
binders in terms of rutting, fatigue, and cracking. In addition, 
the results of the mix performance displayed that mixtures with 
modified EPDM binders have enhanced stiffness, stability, and 
resistance to moisture damage. Al-Ani (2009) experimentally 
investigated rubber silicones’ asphalt mixture performance. 
Rubber-silicone was added to asphalt cement in four different 
percentages (1%, 2%, 3%, and 5%). The findings indicated 
that Rubber-Silicone has great effects on the performance of 
asphalt mixture by increasing the Marshal stability and the 
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flexibility properties of the mix, which appears by reducing the 
permanent deformation by about (30–70) %.

Zhang, Yu, and Wu (2010) verified that using the polymer 
to enhance the asphalt binder can reduce temperature 
susceptibility, permanent deformation (rutting), and fatigue 
cracking. However, the viscosity and stiffness of the asphalt 
mixture are increased by adding the polymer, which lowers 
its workability.

II. Experimental Program
A. Materials Characterization
The materials used in this study are locally available and 

currently used in road construction in Iraq.
Asphalt cement

One type of asphalt cement with a penetration grade of 
(40–50) was used in this study, brought from the Hal band oil 
refinery in northern Iraq. The qualities of asphalt must meet 
the parameters laid out in the Iraqi specifications. To find 
out the penetration, ductility, specific gravity, softening point, 
Flash point, and Fire point, tests were carried out. The physical 
properties of the asphalt samples are given in Table I.
Hot melt glue sticks

Silicones are renowned for their retention of flexibility 
and low compression set characteristics within one of the 
elastomers’ widest working temperature ranges. Three 
different types of hot glue sticks were used in this study.

A silicone rubber rod is a round bar that made of solid 
silicone rubber, see the Fig.1. The red glue sticks are used 
to provide high levels of compressibility across a broad 
temperature range, have a non-stick, watertight surface, and 
perform well against weathering. The advantages of silicone 
rubber rods are unmatched by the other types of rubber. 
Silicone rubbers have great heat and cold resistance, fine 
electrical characteristics, strong chemical stability, and flame 
retardancy. The properties of the silicone rubber rod are 
given in Table II (adopted from Alibaba.com).

The black glue sticks are used for all types of weather. 
EPDM cords shown in the Fig.2 are highly popular due to 
their suitability for use in a wide variety of applications and 
working environments. Due to their versatility for usage in 
a wide range of applications and working situations, EPDM 
cords are very common largely due to the material’s ability 
to combine mechanical strength with resistance, and it is 
widely known for its excellent resistance to weathering. 
This enables the EPDM solid rubber cord to deliver constant 
performance in both indoor and exterior applications. In 
addition, the tensile strength, tear resistance, and flexibility 
of EPDM cables are well-balanced, guaranteeing that 
the cord is durable and easy to use. The properties of the 
EPDM cords are given in Table III (adopted from the rubber 
company).

Transparent hot glue sticks as shown in the Fig.3 work with 
heat guns. It is perfect for gluing wood, paper, pottery, fabric, 
and other items. It dries instantly, providing a strong binding 
between the components. The properties of the transparent 
sticks are given in Table IV (adopted from Polymax Group).

TABLE I
Physical Properties of Asphalt Cement

Properties Unit ASTM Test results
Penetration at (25°C, 100 g, 5 s) 0.1 mm D5 45
Specific gravity at 25° C - D70 1.02
Softening point (ring and ball) °C D36 56.4
Ductility (25°C, 5 cm/min) Cm D113 138
Flash point °C D92 270
Fire point °C D92 318

Aggregates
This study used the 12.5 mm maximum size dense 

gradation in the hot asphalt concrete wearing course mix 
based on the State Corporation of Roads and Bridges 
specifications (SORB, 2007). The coarse and fine aggregate 
utilized in this investigation was brought from the Darbande 
Zeoi quarry near Sulaymaniyah and mechanically crushed 
at Tanjero hot mix asphalt plant. The specification limits 
and selected gradation of manufactured asphalt mixtures 
are shown in Table V. An ordinary Portland cement with a 
specific gravity of (3.15) was used as a mineral filler.

B. Laboratory Specimen Preparation and Test Methods

Penetration test
The penetration test is the method used most frequently 

worldwide to categorize asphalt cement. The test includes 

TABLE IV
Transparent Hot Glue Sticks Properties

Properties Test results Unit
Material Silicone (VMQ)
Standard hardness 60±5 Shore A
Viscosity 6000 @ 193°C Centipoises
Minimum temperature −60 °C
Maximum temperature +230 °C
Softening point 88 °C
Working time 15 S

TABLE II
Red Hot Glue Sticks Properties

Properties Test results Unit
Material Dense Silicone Rubber Material
Standard hardness 60±5 Shore A
Viscosity 9500 @ 193°C Centipoises
Minimum temperature −40 °C
Maximum temperature +220 °C
Softening point 81 °C
Working time 70 S

TABLE III
Black Hot Glue Sticks Properties

Properties Test results Unit
Material Ethylene Propylene Diene 

Monomer Rubber
Standard hardness 70±5 Shore A
Viscosity 12000 @ 193°C Centipoises
Minimum temperature −30 °C
Maximum temperature +150 °C
Softening point 85 °C
Working time 40 S
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measuring the vertical penetration of a standard steel needle 
into a bitumen sample at 25°C temperature to determine the 
consistency of the bitumen. 100 g of needle weight is loaded 
over 5 s. The needle penetration depth in the bitumen sample 
is 0.1 mm; therefore, the penetration unit is 0.1 mm. The 
penetration is a numerical representation of the bitumen’s 
reaction to temperature changes. ASTM D5 explains how to 
conduct the test.
Softening point test

The asphalt cement softening point provides a measure of 
its thermal stability. The asphalt cement softening point is 
evaluated using the ring and ball method. The softening point 
determines the temperature at which the asphalt cement starts 
to flow and becomes soft enough to no longer support the 
weight of a metal ball. The rings and assembly are submerged 
to a depth of 105 ± 3 mm in a water bath, each specimen 
is centered on a 9.5 mm steel ball bearing weighing 3.50 ± 
0.05 g, and the temperature is raised at a rate of 5 ± 0.5°C/
min. The average of two temperatures at which the two balls 
fall and touch the base plate is recorded as the softening 
point. The test procedure is described in ASTM D36.
Ductility test

The asphalt cement ductility test is one of the most 
important tests that must be performed when constructing 
the road. A material’s ductility refers to its ability for 
plastic deformation (permanent deformation) before material 
rupture. When two ends of a briquet specimen of the material 
are pulled apart at a speed of 5 cm/min ± 0.5 and at a 
temperature of 25 ± 0.5°C, the ductility of asphalt cement 
is determined by the length in centimeters (cm) to which the 
asphalt cement sample will stretch before breaking. The test 
procedure is described in ASTM D113.
Dynamic viscosity test

The viscosity test of the asphalt cement sample is one of 
the crucial tests on asphalt cement to be conducted before 
road construction. Viscosity measures the degree of fluidity 
of the asphalt cement sample to ensure the quality of the 
asphalt cement used as a binder by giving a measure of 
fluidity at a particular temperature. The ASTM D2171 test 
method describes the steps for using capillary viscometers 
under vacuum at 60°C to measure the dynamic viscosity of 
asphalt cement.
Flash and fire point test

To determine the safe mixing and application temperature 
ranges for a specific asphalt cement grade, the flash and fire 
point test is applied to asphalt cement. Using the Pensky-

TABLE V
Selected Combined Gradation of Aggregate and Filler According to 

SORB Specifications

Sieve size Specification range Selected gradation
1/2" 100 100
3/8" 90–100 95
No. 4 55–85 70
No. 8 32–67 50
No. 50 7–23 15
No. 200 4–10 7

Fig. 1. Red hot glue sticks.

Fig. 2. Black hot glue sticks.

Fig. 3. Transparent hot glue sticks.

Martens closed cup tester, the flash and fire point of the 
asphalt binder were determined. The ideal rate of heating 
the bitumen should be 5°C/min. When the sample ignites 
and flashes, note the temperature at that time, which is the 
bitumen’s Flash point. Then, heat the sample further at the 
same pace and apply the test flame for every 2°C rise. Note 
the temperature at this moment, which is the bitumen fire 
point, when the material catches fire and burns for at least 5 
s. The test procedure is described in ASTM D92.
Resistance to plastic flow (Marshall method)

The method covers the measurement of the resistance to 
plastic flow of cylindrical specimens of bituminous paving 
mixture loaded on the lateral surface by means of the Marshall 
apparatus according to (ASTM D1559). The prepared mixture 
is placed in preheated mold (4 in) (101. 6 mm) in diameter by 
(3 in) (76. 2 mm) in height, and compacted with a hammer 
of 10 lb. (4. 536 kg) sliding weight, and a free fall of (18 
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in) (457.2 mm) on the top and bottom of each specimen. 
The specimens are then left to cool at room temperature 
for 24 h. Marshall stability and flow tests are performed on 
each specimen according to the method described by ASTM 
D-1559. The cylindrical specimen is placed in a water bath at 
60°C for 30–40 min, then compressed on the lateral surface 
at a rate of 2 in/min (50.8 mm/min) until the maximum load 
resistance and corresponding flow value is recorded. Three 
specimens for each combination are prepared and the average 
results are reported. The bulk specific gravity is determined 
for each specimen in accordance with ASTM D-2726.
Indirect tensile strength

Indirect tensile testing was performed to evaluate the 
moisture susceptibility of asphalt mixtures according to 
AASHTO T283 test procedure. Six specimens of each mix 
were prepared and divided into two groups. The first group of 
specimens was placed at 25°C for 2 h to measure the tensile 
strength at dry conditions. The indirect tensile strength is the 
maximum tensile stress calculated from the peak load applied 
at break and the dimensions of the specimen according to the 
following equation:

  
.2000 

2
σ = max

IDT
P

tD  
(1)

Where σIDT is indirect tensile strength (kPa), Pmax is peak 
load (N), t is specimen thickness (mm), and D is specimen 
diameter (mm).

The second group of specimens was put in a water bath of 
60°C for 24 h before being conditioned in a 25°C of water 
bath for 2 h. The indirect tensile strength is the maximum 
tensile stress calculated from the peak load applied at 
break and the dimensions of the specimen according to the 
following equation:
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Where σIDT₋Wet is the indirect tensile strength at wet 
condition (kPa), and σIDT₋dry

 σIDT₋dry is the indirect tensile strength at dry condition (kPa).

C. Testing Methodology
To achieve the objectives of this study, three different 

types of hot glue sticks were added with five different content 
(0.4%, 0.8%, 1.2%, 1.6%, and 2.0%) to the asphalt cement, 
the research methodology has been divided and performed 
into two stages: first, evaluation of asphalt cement properties 
with different types and contents of hot glue, and second, 
evaluation of the mixture performance, such as Marshall 
stability flow and stiffness of asphalt cement with optimum 
hot glue content for each type. The research methodology 
of the present study is presented stepwise in the form of the 
flowchart, as shown in Fig. 4.

III. Results and Discussion
A. Evaluation of Asphalt Cement Properties
Three types of hot glues (transparent sticks made from 

silicone, red sticks made from silicone dense silicone 

rubber, and black sticks made from ethylene propylene diene 
monomer rubber) were added with five different percentages 
(0.4, 0.8, 1.2, 1.6, and 2.0%) to the asphalt cement. The 
influence of adding hot glue on the physical properties of 
asphalt cement samples was instigated. Fig. 5 is representing 
the relationship between the penetration values and hot glue 
content. It is observed that a decrease in penetration values 
with increasing hot glue content, this dramatic decrease was 
due to the base asphalt cement becoming stiffer with an 
increase in the hot glue content. Furthermore, it is noted in 
Fig. 6 that adding hot glue enhances the softening point of 
asphalt cement.

The ductility of asphalt cement at a temperature of 25°C 
drops sharply with increased hot glue content, as shown in 
Fig. 7. This can be attributed to the hot glue reducing the 
homogeneity of the structure and thereby weakening the 
ductility of asphalt cement, whereas the dynamic viscosity 
of the asphalt cement becomes greater with an increase in 
the hot glue content at test temperature (60°C), as shown in 
Fig. 8. The increase in viscosity is a result of the hardening 

Aggregate & Mineral Filler Asphalt Cement Hot Glue Sticks

Selected Gradation Hot Glue
Content

0%

0.2%

0.4%

0.6%

0.8%

1.0%

Silicone Material

Dense Silicone
Rubber Material

Ethylene Propylene
Diene Monomer Rubber

Evaluation of mixture performance

• Resistance to Plastic Flow
• Indirect Tensile Strength

Evaluation of Asphalt
Cement Properties

• Penetration Grade
• Softening Point 
• Ductility 
• Dynamic Viscosity 
• Flash and Fire Point

Results-Discussion & Conclusions

Fig. 4. The flow chart of the study

Fig. 5. Effect of hot glue content on penetration of asphalt cement.
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points increased as compared with the conventional samples 
of the asphalt cement. This is because some of the asphalt 
cement was replaced by hot glue, indicating that more heat 
will be needed to release the volatile components in the 
modified asphalt cement.

B. Evaluation of Mixture Performance
According to the adopted gradation, several specimens were 

prepared using various percentages of asphalt cement content 
ranging from (4–6) % at an increment of 0.5% blended with 
the aggregates and Portland cement filler. The Marshall test 
has determined the properties of asphalt mixtures such as the 
Marshall stability, flow value, percentage of air voids, and 
Marshall Stiffness. The results are represented in Table VI 

due to adding the hot glue. The increased viscosity of asphalt 
cement might be due to the better dispersion of the hot glue 
in the asphalt cement, which increases the bonding strength 
by restricting the flow of asphalt and making it harder.

The flash and fire points of asphalt cement samples 
with various hot glue content are shown in Figs. 9 and 10, 
respectively. The results showed that when the hot glue 
content in the asphalt cement increased, the flash, and fire 

Fig. 6. Effect of hot glue content on softening point of asphalt cement.

Fig. 7. Effect of hot glue content on ductility of asphalt cement.

Fig. 8. Effect of hot glue content on dynamic viscosity of asphalt cement.

Fig. 9. Effect of hot glue content on flash point of asphalt cement.

Fig. 10. Effect of hot glue content on fire point of asphalt cement.

TABLE VI
Marsh all Test Results

Marshall properties Units Asphalt content %

4.0 4.5 5.0 5.5 6.0
Marshall stability KN 8.57 9.857 11.921 12.28 11.479
Marshall flow mm 2.935 2.988 3.019 3.532 5.882
Bulk density g/cm3 2.202 2.290 2.311 2.318 2.280
Air voids % 5.865 5.681 4.367 3.412 2.012
Marshall stiffness KN/mm 2.868 3.259 3.822 3.477 1.952
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which showed the optimum asphalt contents equal to 5.2%.
The effect of hot glue on the performance of hot mix 

asphalt (HMA) was evaluated using the optimum asphalt 
content mixed with three different types of hot glue sticks 
(Silicone, Dense silicone rubber, and Ethylene propylene 
diene monomer rubber) added by two contents (0.8% and 

Fig. 14. Effect of hot glue types on air voids of the mixture.

Fig. 15. Effect of hot glue types on indirect tensile strength 
(unconditioned).

Fig. 11. Effect of hot glue types on Marshall stability of the mixture.

Fig. 12. Effect of hot glue types on Marshall flow of the mixture.

Fig. 13. Effect of hot glue types on Marshall stiffness of the mixture.

1.6%) of the total weight of the asphalt cement. The results 
of the Marshall test are shown in Figs. 11-14. According to 
the results, the performance of the mixtures for all types of 
hot glue showed improvement in Marshall stability, Marshall 
flow, and Marshall stiffness, whereas the air voids increased 

Fig. 16. Effect of hot glue types on tensile strength ratio.



ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X 

58 http://dx.doi.org/10.14500/aro.11055

as compared with the standard mixture. This can be due to an 
increase in viscosity which resulted from the hardening effect 
of hot glue. This increase in viscosity reduces softening and 
bleeding problems for asphalt materials at high temperatures, 
and also, it helps strengthen adhesion with aggregates and 
increases the stability of the mixture.

The indirect tensile test results are represented in 
Figs. 15 and 16. The findings indicated that the addition of 
the hot glue decreased the tensile behavior of the mixture. 
This can be attributed to the presence of hot glue resulted 
in decreasing the ability of modified asphalt cement to 
stretch. Since the hot glue is typically water-resistant, 
the mixture’s tensile strength ratio improved reasonably 
compared to the standard mixture. The results of the 
indirect tensile strength for conditioned and unconditioned 
cases are shown in Table VII.

IV. Conclusions
In this study, the evaluation of the asphalt cement was 
presented according to the conventional physical and 
rheological properties of asphalt cement by adding hot glue 
sticks (silicone, dense silicone rubber, and ethylene propylene 
diene monomer rubber). Test data obtained from the testing 
program yields the following outcomes:
1. Results of physical properties showed that the addition of 

silicone, dense silicone rubber, and ethylene propylene diene 
monomer rubber into asphalt cement led to a decrease in 
penetration measurements, whereas the flash and softening 
points increased, implying the improvement of temperature 
susceptibility and the consistency asphalt cement.

2. The modified asphalt cement with dense silicone rubber, 
ethylene propylene diene monomer rubber up to a percentage 
of 0.8%, and silicone modified asphalt cement up to a 
percentage of 1.6%, demonstrated significant high adhesion 
performance and acceptable ductility values.

3. The addition of hot glue into asphalt cement resulted in 
a significant increase in dynamic viscosity, indicating an 
improvement in the stiffness and hardness of the modified 
asphalt cement.

4. The Marshall stability and Marshall stiffness improved by 
12% and 28%, respectively, in asphalt cement modified by 
1.6% silicon content, which had the best performance of the 
asphalt mixture as compared with the other types of hot glue.

5. Even though the indirect tensile strength decreased by 
adding 0.8% and 1.6% of hot glue into modified mixtures, 

TABLE VII
Indirect Tensile Strength Results for Different types and contents of hot glue

Hot glue content % Properties Standard Hot glue type

Silicone Dense silicone rubber Ethylene propylene diene monomer rubber
0.8% Indirect tensile strength – Unconditioned (MPa) 2.791 2.778 2.726 2.712

Indirect tensile strength – Conditioned (MPa) 2.222 2.281 2.205 2.204
Tensile strength ratio (%) 79.61 82.11 80.89 81.27

1.6% Indirect tensile strength – Unconditioned (MPa) 2.791 2.735 2.691 2.682
Indirect tensile strength – Conditioned (MPa) 2.222 2.292 2.216 2.221
Tensile strength ratio (%) 79.61 83.80 82.35 82.81

the tensile strength ratio was slightly enhanced compared 
with the standard mixture.

V. Recommendations
1. Further work is required to investigate the effect of chemical 

compositions of the different types of hot glues on the 
performance of hot mix asphalt.

2. Additional research is needed to study the effect of hot 
glue properties on the resistance of the mixture to low-
temperature cracking, rutting, and fatigue.
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Simulating Combined Cycle and Gas Turbine Power 
Plant under Design Condition using Open-Source 

Software DWSIM: A Comparative Study
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Koya KOY45, Iraq

providing electrical power because of their ability to reduce 
CO2 emissions, high efficiency, excellent adjustability, faster 
service, and good control power (Polyzakis, Koroneos and 
Xydis, 2008) and (Boyce, 2012).

The GT follows the Bryton cycle, in which ambient air 
is compressed to reach high pressure and mixed with fuel 
(natural gas). When the mixture is sparked in the combustion 
chamber to form high-pressure and high-temperature flue 
gas. The hot flue gas will expand in the turbine and convert 
its kinetic energy to mechanical energy, then to power 
through the generator (Cengel and Boles, 2008). The thermal 
efficiency of GT is generally between 35% and 40% (Ahmed, 
Elhosseini and Arafat Ali, 2018). When the heat recovery 
steam generator and steam turbine are combined, the high 
temperature from the GT’s exhaust is sent to a heat recovery 
steam generator (HRSG) unit, which uses deionized water to 
make high-temperature and high-pressure steam. This steam 
runs the steam turbine.

Modelling and simulation are modern ways to consider 
and refine procedures to satisfy the rising requirements for 
performance, protection, and the climate. Simulation has 
evolved into a critical enabler in judgment, engineering, and 
operations, spanning the entire life cycle of a manufacturing 
device. Simulation can depict how the model changes over 
time under various circumstances.

There are commercial codes appropriate for designing 
CCGT, such as (GateCycle, EBSILON Professional, and 
Thermoflow). Ordys, et al. (1994) described Modeling 
and Simulation of Power Generation Plants. Griffin, et 
al., (1996) stated a power plant simulation software for 
optimizing thermodynamic and financial plant operation. The 
MATLAB®/Simulink®/SimPowerSystems® environment has 
been successfully implemented for CCGT, the simulation 
findings show that the created model is a valuable tool for 
studying and analyzing the majority of electrical oscillation 
phenomena that occur when a CCGT is linked to a power 
system grid (Ibrahim and Hamarash, 2008). Seifi, et al. (2008) 
also used MATLAB® and SIMULINK® to create a simulation 
toolbox for a combined-cycle power plant. Zabre, et al. 
(2009) developed a Simulator of a combined cycle power 
plant for operator training. Vieira, et al. (2010) described the 
effective integrated thermo economic improvement of the 

Abstract—Nowadays, clean and high-power generation is 
essential matters worldwide. To be improved and optimized, power 
plants require accurate models that can be introduced to process 
simulators. There is various commercial software for industrial 
simulation which is not accessible to everyone. The open-source 
DWSIM process simulator is the first chemical engineering code 
that offers many tools for the better study of industrial plants. In 
this paper, we employ DWSIM software to simulate a combined 
cycle gas turbine (CCGT) power plant under design conditions 
for three cases. The generic models are predicted for multistage 
compressors and compressor maps. In the first case, two models 
developed in ASPEN HYSYS and GateCycle will be considered. 
The achieved results by DWSIM are acceptably comparable for 
thermal efficiency and power generation. The DWSIM result is 
3.5% lower than the ASPEN HYSYS for thermal efficiency, and 
the power generation is completely the same. In the second case, 
rigorous simulation was carried out using actual field data from 
the local CCGT power plant. The DWSIM outcomes are very close 
to the practical data. The power generation of GT and CC is very 
close; the variety is nearly 0.45%. In the third case, the simulation 
of CCGT with a cogeneration system is precisely accomplished, and 
the outcomes of DWSIM are shown in excellent agreement. The 
DWSIM prediction shows lower values by 0.26%, 4.79%, and 0.72% 
for the HP turbine, LP turbine, and plant net power, respectively.

Index Terms—Combined cycle gas turbine, Heat 
recovery steam generator, Megawatt generation, Open-
source code DWSIM, Thermal efficiency.

I. Introduction
Electric power is mainly generated through fuel combustion 
(coal, diesel oil, and natural gas). As electric power demand 
increases, CO2 emissions also increase because of the 
combustion of hydrocarbon fuels. Combined cycle gas turbine 
(CCGT) is one of the investigative and alternative sources of 
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profitability of a complicated combined cycle cogeneration 
plant working under a variety of economic scenarios by 
using THERMO FLEX. A performance model for CCGT 
plants was created in MATLAB/Simulink by (Hasan, Rai 
and Arora, 2014), and the effect of changing various factors 
on efficiency was investigated. Saddiq, et al. (2015) utilized 
Aspen HYSYS software to investigate a simple gas turbine 
and gas turbine exhaust in a variety of configurations. 
GateCycle (version 6.1.2) as a commercial modeling 
program was used by Oh, Lee and Kwak. (2017) to analyze 
the thermodynamic properties of a 300-MW combined 
cycle power plant. Liu and Karimi (2018) in a commercial 
simulator proposed a technique and the essential connections 
for simulating the part-load operation of a common CCGT 
plant through (GateCycle). The researchers modeled and 
evaluated the part-load performance of the CCGT system 
while considering the off-design behavior of all units. They 
presented a simulation-based optimization technique that 
generates an ideal operating strategy for every part-load to 
enhance overall plant efficiency. A 420MW CCGT power 
plant and thermal energy storage dynamic model have 
been created in Aspen Plus (Li, et al., 2017). Achimnole, 
Orhorhoro and Onogbotsere (2017) used the Aspen HYSYS 
software simulation for the performance evaluation of a gas 
turbine with and without a cooling system. Liu and Karimi 
(2018a) introduced a novel operating technique termed EGR-
IGVC to increase a CCGT plant’s part-load performance. 
Reveillere, Longeon and Rossi (2019) they employed 
Simcenter Amesim software to generate dynamic models of 
all subsystems and their interconnections in combined cycle 
power plants. Wiguno, Tetrisyanda and Wibawa (2020) used 
the Aspen Hysys V9 process simulator to investigate the 
impact of gas composition, air intake cooling, and steam 
injections on combined cycle power plant (CCPP) efficiency.

Because commercial software is very costly, finding open-
source codes to simulate the CCGT power plant process is 
very needed to achieve plant analysis.

DWSIM is the only open-source simulation code in 
chemical engineering that can be used professionally that was 
created by Daniel Wagner Oliveira de Medeiros, a chemical 
engineer and software developer (DWSIM, 2004). DWSIM 
has proved its reliability in the past few years. The main 
advantage of adopting DWSIM in this work is its flexibility 
since it supports a wide variety of unit operations and makes 
user-defined unit operations and uses them. Another advantage 
of DWSIM over other chemical engineering simulation codes 
is its ease of use and free download from the internet. It also 
enables us to do studies and evaluate data using sophisticated 
models and processes. DWSIM contains the essential 
capability for steady-state mass and energy balances, as well 
as the ability to investigate component performance and setup 
conditions. It is simple to use, straightforward to report on, 
and has high convergence speeds. Tangsriwong, et al. (2020) 
show a comparative study between Aspen plus and DWSIM 
of Booster and sale gas compression. DWSIM was proven 
capable of adequately simulating chemical processes, and 
calculating thermodynamics and chemical characteristics, 
particularly for gas products. Andreasen (2022) presents 

a thorough analysis of the free and open-source process 
simulator DWSIM. The outcomes of DWSIM are examined to 
a commercial process simulator that is often used in the sector 
using a simulation model of an oil and gas separation plant 
that has already been reported. Compared outcomes are within 
1% of one another. The outcomes positive and offer validity 
for the utilizing the examined open-sourced process simulation 
software in a professional setting. DWSIM was used to 
simulate the operation of reducing nitrobenzene to produce 
aniline. After careful consideration and evaluating viability, 
every component operation’s numerous thermodynamic data 
were included. The simulation produced promising findings 
that improved our understanding of the relationship between 
the reaction’s kinetics and thermodynamics (Halageri and 
Pauls, 2015).

This research aims to study the CCGT power plant and 
use open-source simulation code DWSIM which accessible 
to everyone to simulate the process under design conditions 
for different cases.

In this study, a generic model proposes for various cases 
under design conditions for CCGT simulation. The generic 
model predicts a multistage compressor with an intercooler 
between stages and estimates compressor maps. The various 
units of each plant were simulated using DWSIM unit 
operations, including the simulation of CCGT, in which 
heat is recovered directly from GT exhaust to produce high-
temperature steam via HRSG. The results were compared 
with published results in ASPEN HYSYS and GateCycle. 
The simulation was also validated by comparing DWSIM 
results with actual field data for CCGT. The CCGT simulation 
is also carried out for both with and without a cogeneration 
system, and the outcomes are contrasted to published data.

II. Methodology of CCGT Simulation
A very efficient electric generation cycle is created by 

combining the gas turbine cycle with the HRSG and steam 
turbine. A compressor, combustion chamber, and turbine are 
the three basic components of a gas turbine cycle power 
generation, and a series of heat exchangers is the main 
component of a steam cycle, which is followed by a steam 
turbine. Because the open-source process simulator DWSIM 
was not quite ready to simulate CCGT, we used a general 
model to help us deal with the challenges we encountered. 
From ambient conditions, air is filtered by air filter which is 
simulated using a valve in DWSIM and its pressure drop is 
defined by equation (1) (Liu and Karimi, 2018b).
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(1)

∆Pd is the design pressure drop, Md is the design mass 
flow rate, Td is the design inlet temperature, Pd is the design 
inlet pressure, M is the inlet mass flow rate, T is the design 
inlet temperature, and P is the design inlet pressure.

Gas turbine compressors consist of a multistage compressor 
with an intercooler in between. Because of the unavailability 
of multistage compressors in DWSIM codes, we predicted 
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our gas turbine compressor into two stages of compressors. 
The pressure ratio for each compressor is predicted from the 
equation (2) (Sarathy, 2021).
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R is the compressors pressure ratio, PFirst is the compressors 
inlet pressure, PLast is the compressors outlet pressure, and n 
is the compressor stages.

When the pressure of the first compressor increases, its 
discharge temperature also increases, so we need to cool 
down its temperature to prevent the second stage compressor 
blade from exceeding temperature and use cooled air to 
control turbine temperature through the (rotor and stator) 
cooling stream. When the first compressor outlet temperature 
is cooled down through an intercooler to near ambient 
temperature, it causes a water vapor droplet to form due 
to the air humidity that should be removed to prevent the 
second compressor from corrosion. In this case, we installed 
a gas-liquid separator to remove water droplets. When the 
compressed air leaves the separator, it goes to a second 
compressor to be compressed to the right pressure.

Compressors work following the compressor map. We 
employ the general relativized compressor map as in Fig. 1., 
which is proposed by (Liu and Karimi, 2018b). In our case 
study, all parameters (mass flow, speed, pressure ratio, and 
isentropic efficiency) for each case are calculated depending 
on their design condition data through using equation (3), 
(4), (5), and (6) (Liu and Karimi, 2018).
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mcor,r is the relative corrected mass flow, min is refer to the 
compressor inlet mass flow, Pin refer to the compressor inlet 
pressure, Tin is refer to the compressor inlet temperature, and 
d denotes to the parameter at design condition.
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PRr refer to the relative pressure ratio and PR is referred 
to the pressure ratio.
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ηr refer to the relative efficiency and η is refer to the 
efficiency.
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Where Ncor,r refer to the compressor corrective reactive 
speed, which are specify under each curve on the map.

After second compressor, the air is divided into three 
parts for stator cooling, rotor cooling, and combustion air. 
The hot flue gas from the combustion chamber expanded 
in the turbine to generate power while and the turbine inlet 
temperature was controlled by stator cooling. The following 
are the proposed CCGT case studies:

A. Case 1 (CCGT power plant using HYSYS data)
Fig. 2. shows the flow sheet diagram of the GT plants 

which are predicted under our generic model, designed 
condition data of CCGT is stated in Table I.

From ambient conditions, air is filtered by an air filter 
AFT, which is simulated by using a valve in DWSIM. Air 
is compressed to form high-pressure air, which is designed 
and settled by the compressor unit in DWSIM unit operation. 
The compressor maps of both compressors in case 1 are 
stated in Fig. 3. In case 1, we predicted the intercooler outlet 
temperature as 30°C. From compressor discharge, some of 
the air is split for cooling purposes (stator cooling and rotor 
cooling) by split-01. Natural gas is used as a fuel source 
for the combustion chamber, which the conversion reactor 
in DWSIM is used as a combustion chamber for burning 
natural gas. CTRL-01 is used as a controller to prevent the 
gas turbine from exceeding its temperature. DWSIM offers 
an expander for turbine simulation, which appears in Fig. 2. 
as TURB. Hot flue gas from the combustion chamber exit 
is expanded in the TURB to generate the desired megawatt 
MW. As stated in Fig. 4, the HRSG of CCGT contains three 
stages of pressure: low pressure (LP), intermediate pressure 
(IP), and high pressure (HP).

HRSG consists of a series of Shell and Tube Heat 
Exchanger as its shell is merged by GT exhaust flue 
gas and its tube serves three-stage pressure of steam 
production, LP economizer receives water from the 
LP pump which feeds the recirculation pump (RCP) to 
preheat the inlet water. For each stage of the HRSG a 
water pump is installed followed by the economizers, 
LP economizer receives water from LP pump (S22) and 
mix in (MIX3) with the RCP outlet (S27) to preheat 

Fig. 1. General relativized compressor map: (a) Relative corrected mass 
flow versus relative pressure ratio, (b) relative corrected mass flow versus 

relative isentropic efficiency.

a

b
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Fig. 2. Gas turbine process flow diagram for case 1.

condensate water then its outlet splits into two parts 
(SPLT2) first one recirculated to RCP (S25) and second 
part (S28) feed into the LP DRUM, liquid from LP drum 
bottom (S29) is splits (SPLT3) into three parts first stream 
(S30a) recirculated into the LP boiler to form water-steam 
mixture second stream (S34) feed water to the IPP and 
third stream (S43) feed water to the HPP. HRSG stages 
steam production work similarly so we take the HP line as 
an example to explain their process of steam production. 
HPP discharge is split into two parts first one sends water 
to the de-superheater one (DeSHT1) to prevent HPSPHT1 
from exceeding temperature and the second part feeds 

water into the HP economizers (HPECO1, HPECO2, and 
HPECO3), respectively. After water absorbed the required 
temperature from economizers feed it into the HP drum 
then from the HP drum water recirculates into the HP 
boiler to form water-steam mixtures after that it feeds 
back to the HP drum to separate water-steam mixture, 
both recycle streams (R16 and R3) are control amount of 
the steam leaves the drum. Steam leaves the HP drum the 
passes through (HPSPH1 and HPSPH2), respectively, to 
produce dry superheated steam as a stream (S55).

Fig. 5 shows the schematic diagram of the steam 
turbines and condensate units. HP superheated steam (S55) 
feeds into the HP turbine to produce power, then mixes 
in the (MIX4) with IP superheated steam then feed into 
the reheater one (RHT1) to absorb extra heat or reheating, 
then (DeSHT2) is installed to prevent the IP turbine from 
exceeding temperature, then reaches RHT2 and feeds to the 
IP turbine. The outlet IP turbine mixes in (MIX5) with the 
LP superheated steam, which then feeds into the LP turbine. 
The exhaust stream (S63) from the LP turbine is condensed 
through COND and recirculated into the LPP.

All economizers, evaporators, superheaters, and condensate 
are simulated in DWSIM using heat exchangers, DRUMs are 
simulated by the gas-liquid separator in DWSIM, PUMPs are 
simulated by pressure change using a pump, steam turbines 
and gas turbines are installed through expanders. Design 
variable of CCGT is stated in Table I (Liu and Karimi, 
2018b).

B. Case 2 (CCGT power plant using field data from 
Sulaymaniyah CCGT Power Plant) (Sulaymaniyah CCGT 
Power Plant, 2022).

The proposed GT plant of actual field data case 2 is also 
designed under our general model and similar to Fig. 2. and 
Case 1 except its inlet data will change as stated in Table II. 
The data has been collected from one of the local companies 

Fig. 3. Compressor map for GT case 1: (a) Stage 1 compressor map,  
(b) stage 2 compressor map.

a

b
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TABLE I
Design Variable of CCGT Plant Case 1

Variable Value
Ambient condition

Pressure 1.013 bar
Temperature 15°C
Molar fraction 77.30% N2, 20.74% O2, 1.01% 

H2O, 0.03% CO2, 0.92% Ar
Fuel condition

Pressure 30 bar
Temperature 10°C
Molar fraction 87.08% CH4, 7.83% C2H6, 2.94% 

C3H8, 1.47% N2, 0.68% CO2

Gas turbine
Inlet airflow 635 kg/s
Inlet air pressure loss 0.5 (%)
Compressor pressure ratio 15.4
Compressor isentropic efficiency 88%
Compressor mechanical efficiency 99%
Fuel flow 14.74 kg/s
Combustor efficiency 99.50%
Combustor pressure loss 3.50%
Combustor exit temperature 1405°C
Turbine inlet temperature 1328°C
Turbine exhaust temperature 615°C

HRSG
HP/IP/LP steam temperatures 565.0/297.0/295°C
HP/IP/LP pinch point temperatures 10.0/10.0/10.0°C
HP/IP/LP approach point temperatures 8.0/10.0/16.4°C
HP SPHT 1 steam outlet temperature 510°C
RHT 1/2 steam outlet temperature 520.0/565.0°C
HP ECON 1/2 water outlet temperature 208.0/280.0°C
Pressure losses on gas/water/steam sides 1.5/5.0/3.0%

Steam turbines (STs)
HP/IP/LP ST inlet pressure 98.8/24.0/4.0 bar
HP/IP/LP ST isentropic efficiency 87.0/91.0/89.0%
Shaft speed 3000 3000 rpm

°C: Cellules, kg: Kilo gram, s: Second, rpm: Revolution per minute, kpa: Kilo pascal, 
CCGT: Combined cycle gas turbine, HRSG: Heat recovery steam generator

TABLE II
Design Variable of CCGT Plant Case 2

Variable Value
Ambient condition

Pressure 101.3 kPa
Temperature 13.3°C
Molar fraction 77.30% N2, 20.74% O2, 1.01% 

H2O, 0.03% CO2, 0.92% Ar
Fuel condition

Pressure 23.8 bar
Temperature 40°C
Molar fraction 88.8% CH4, 8.84% C2H6, 

1.48% C3H8, 0.175% N2, 
0.093% CO2

Gas turbine
Inlet air flow 458.2 kg/s
Inlet air after pressure loss of filter house 0.82
Compressor pressure ratio 13
Compressor isentropic efficiency 91.10%
Fuel flow 6.9 kg/s
Combustor efficiency 99%
Combustor pressure loss 0.1
Combustor exit temperature 1390°C
Turbine inlet temperature 1050°C
Turbine exhaust temperature 547°C
Gas turbine thermal efficiency 32.20%

Heat recovery steam generator (HRSG)
LP EVA outlet pressure 8.16 bar
HP EVA outlet pressure 72.8 bar
HP/LP steam temperatures 525.1/223.1 (°C)
HP SUPHT 1 steam outlet temperature 497.3 (°C)
HP ECON 1/2 water outlet temperature 120/284.2 (°C)
Steam turbines (STs) Turbines (STs)
HP/LP ST inlet pressure 67.15/6.04 (bar)
HP/LP ST isentropic efficiency 90/65 (%)
Shaft speed 3000 3000 (rpm)

°C: Cellules, kg: Kilo gram, s: Second, rpm: Revolution per minute, kpa: Kilo pascal, 
CCGT: Combined cycle gas turbine, HRSG: Heat recovery steam generator

in the Kurdistan region. The plant includes four gas turbines, 
which are followed by four HRSG. The superheated steam 
from all HRSGs is combined to form main steam, which 
is then merged to the steam turbines. The components 
and simulation procedure are similar to those of the GT 
turbines in cases 1, except that it is designed for lower MW 
generation. The predicted compressor stage maps are stated 
in Fig. 6.

The combined cycle in case 2 containing two-stages 
(HP and LP) of pressure PFD diagram of CC is shown in 
Fig. 7. CC includes one preheater, one LP economizer, two 
HP economizers, one LP evaporator, one HP evaporator, one 
LP superheater, two HP superheaters, one LP DRUM, one 
HP DRUM, and two steam turbines (HP and LP). When the 
steam leaves the LP turbine, its condensate goes through 
an air-cooling cycle (ACC) and is mixed with makeup 
demineralized water and then collected in the condensate 
collection tank, condensate pump feeds water into the four 
HRSG because all HRSGs similarly. We take one HRSG 
as an example for our methodology. The preheater receives 
water from two streams which are mixed in (MIX3). 

The first stream (HRSG5 PREHEATER) comes from the 
condensate pump and the second stream (S21) comes from 
the recirculation discharge pump. The warm water from the 
outlet of the preheater is split (SPLT3) into two streams. 
The first stream recirculates to the RCP and the second 
stream (HRSG5 COND PREH) feeds into the deaerator. 
The deaerator works as a gas-liquid separator to remove 
dissolved gases. The bottom of the deaerator collects water 
and feeds warmed water to the BFP. BFP pumps include 
two stages of pressure (HP and LP) because both stages 
work similarly, so we take only the HP line to explain 
our methodology. High pressure water from BFP feeds 
water into (HPECO1 and HPECO2) then feeds into the 
HP drum. From the bottom of the HP drum, warmed water 
recirculated (R5) (S30) into the HP evaporator (HP EVAP) 
that turns warmed liquid water into water-vapor mixture 
and returns into the HP drum to separate water-vapor 
mixture, (R1 and R5) recalculate the steam flow amount 
that leaves the HP drum, then feeds into the (HP1SUPHTR) 
to make dry superheater steam. Its outlet mixes with the 
(HP DESUPERHEATER) stream which comes from BFP 
discharges to prevent superheated steam from exceeding 
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Fig. 4. Heat recovery steam generator process flow diagram for case 1.

Fig. 5. Steam turbine process flow diagram of case 1.

temperature. Then feeds into the (HP2SUPHTR) to increase 
steam temperature and prepare it for feeding the HP steam 
turbine.

All HRSG HP superheated steam mixes to form an HP 
HEADER, which then feeds into the HP turbine to generate 

the required power. All LP superheated steam from all HRSG 
is mixed to form LP HEADER and fed to the LP turbine 
to generate the required power, exhaust of the LP turbine 
condensate through (ACC). The PFD diagram of the main 
superheated steam, steam turbines, and condensate system 
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Fig. 7. Process flow diagram of combined cycle for case 2.

stated in Fig. 8. and the design condition of CCGT case 2 are 
shown in Table II.

All preheaters, economizers, superheaters, and evaporators 
are simulated in DWSIM by heat exchangers. All drums and 

deaerators are simulated by gas-liquid separators in DWSIM. 
The main steam valve and filter house are simulated by the 
valve and also the pump in the unit operation in DWSIM.

C. Case 3
The project includes two parts of operation CCGT and 

CCGT with a district heat system (DH). CCGT can be 
engaged with a DH system to produce auxiliary heat which 
provided to the companies that need heat and for heating 
purpose especially in the coldest country and seasons. 
The required heat can be obtained through utilizing heat 
exchanger that use HP turbine outlet and mixed with LP 
superheater to warm the water and obtain the required heat.
CCGT without cogeneration

The simulation of GT with and without cogenerations is 
proposed similarly as our general model except its parameter 
values are changed, which is stated in Table III (Lee, Kim 
and Kim, 2017). The predicted compressor maps are shown 
in Fig. 9. The HRSG simulation model is stated in Fig. 10, 
and steam turbines are shown in Fig. 11.

In this case, because the authors did not mention the 
required details of the process, we predicted each unit for 
our simulation. This model contains two gas turbines and 
HRSG. Demineralized water is fed to the preheater through 
an LP feed water pump to raise the water temperature, HP 
pump receives water from the preheater outlet and then feeds 
water into two stages of pressure in our HRSG Because both 
lines work similarly, we only describe the HP line in our 

Fig. 6. Compressor maps for GT case 2: (a) Compressor stage1 map,  
(b) compressor stage2 map.

a

b
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TABLE III
Design Parameter of CCGT Case 3

Parameter Value
Air temperature 15°C
Air pressure 101.325 kPa
Fuel flow rate 6.39 kg/s
Compressor pressure ratio 14
Compressor outlet temperature 376.73°C
Compressor efficiency 78.32%
Turbine inlet temperature 1140°C
Turbine exhaust temperature 533°C
Exhaust gas flow rate 365.08 kg/s
Gross power output 100 MW
Gas turbine

Gross efficiency 30.35%
Inlet gas temperature 533°C
Outlet gas temperature 112.88°C

HRSG
HP steam temperature 505°C
HP steam pressure 78.06 bar
HP steam flow rate 87.8 kg/s
LP steam temperature 147.2°C
LP steam pressure 4.41 bar
LP steam flow rate 27.44 kg/s
HP feed water temperature 89.39°C
LP feed water temperature 88.62°C

Steam Turbine
HP turbine power 53.09 MW
HP turbine efficiency 85.89%
HP turbine outlet pressure 6 bars
LP turbine power 54.83 MW
LP turbine efficiency 76.74%
LP turbine outlet pressure 0.08 bar

°C: Cellules, kg: Kilo gram, s: Second, rpm: Revolution per minute, kpa: Kilo pascal, 
CCGT: Combined cycle gas turbine, HRSG: Heat recovery steam generator

Fig. 8. PFD diagram of superheated main steams, steam turbines, and condensate system.

procedures. (S9) from the HP pump will be the inlet of the 
HP economizer for absorbing required heat then inters the 
HP drum. From the HP drum bottom, warmed water leaves 
and is recirculated (R4) into the HP boiler to absorb required 
heat to form water-steam mixtures, then returned into the HP 
drum to separate water-steam mixtures. From the HP drum 
top, a steam stream leaves the drum which is calculated by 
(R4 and R5) then feeds into the HP superheater.

In this case, the steam turbine receives steam from two 
HRSG to form HP superheated main steam, which then 
feeds into the HP steam turbine. The outlet of the HP turbine 
is mixed in (HP and LP MIXER) with the LP main steam 
stream, which then enters the LP turbine to generate the 
required power. Table III shows design variables of CCGT 
without cogeneration for case 3.

CCGT with DH system
The simulation of GT and HRSG with DH is the same as 

the previous model, steam turbine with DH simulation PFD 
is stated in Fig. 12. The design condition of the GT and 
HRSG is as the previous model and steam turbines with DH 
parameters are stated in Table IV.

The simulation of both is the same as above, except in 
this model the LP turbine did not serve to generate power. 
The superheated steam feeds into the HP turbine to make 

Fig. 9. Compressors maps for GT case 3: (a) Compressor stage 1 map, 
(b) compressor stage 2 map.

a

b
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Fig. 10. Heat recovery steam generator process flow diagram for case 3.

Fig. 11. Steam turbines process flow diagram for case 3.

Fig. 12. Steam turbine with a district heat system.

TABLE IV
Design Parameter of District Heating

Parameter Value
DH water temperature 120°C
DH return water temperature 65°C
System DH water flow rate 1206.06 kg/s
Thermal efficiency 80.50%
°C: Cellules, kg: Kilo gram, s: Second

the required power, then leaves the HP turbine, then feeds 
into the HD1 to maintain required heat into the cold stream 
from the other side of the HD1 heat exchanger. After this, it 
leaves HD1 and mixes with LP superheated main steam and 
enters HD2 of the district heat system to maintain heat on 
the cold side of the HD2 heat exchanger. From the cold side 
of the HD2 heat exchanger, water is fed (S26 DH WATER) 
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into the HD2 to absorb heat from the hot side, then enters 
HD1 to absorb extra heat and finally leaves (S28 DH HOT 
WATER) district heat system at 120°C that can be used for 
district systems.

III. Results and Discussion
A. Case 1
The DWSIM open-source simulation software is used to 

simulate the design condition of the CCGT plant. The results 
of the simulation are compared with published results of 
ASPEN HYSYS and GateCycle (Liu and Karimi, 2018b) as 
shown in Fig. 13.

Fig. 13 compares the performance of ASPEN HYSYS, 
GateCycle, and DWSIM in modeling the CCGT plant under 
design circumstances.

The power generation of simulating GT turbines in 
DWSIM is in good agreement with HYSYS. The heat rate of 
DWSIM results is completely the same as ASPEN HYSYS 
and 1.55% higher than GateCycle results. These results are 
good agreement for DWSIM CCGT simulation.

The thermal efficiency of both ASPEN HYSYS and 
GateCycle is nearly the same, but in DWSIM the value 
is less by about 3.5%. HYSYS and GateCycle support a 
multistage compressor and turbine, and in practically all 
GT work with the multistage compressor, the cooling air 
from the compressor is taken from the compressor stages 
depending on the target position of the cooling area, but 
DWSIM does not support a multistage compressor yet. As 
a result, exhaust GT simulation temperature also indicates 
excellent agreement as all three software’s are nearly the 
same around 615°C, which helps us simulate our combined 
cycle.

Conducting an HRSG simulation under DWSIM is quite 
similar to that in commercial codes since all unit operations 
are available (heat exchangers, expanders, separator for drum 
purpose, pumps, recycle, and controllers) and the designed 
parameters (pressure, temperature, isentropic efficiency, and 
flow) are set as Table I and the outcome is very similar and 
agreed. The MW generation by expanders is very close to 
the commercial software, which is 1.77%. DWSIM achieves 
MW lower than HYSYS result, and the DWSIM exhaust 
temperature through HRSG is practically accepted because it 
is higher than 100°C, which is higher than the NOx dewpoint. 
Plant efficiency in DWSIM shows higher result than HYSYS 
by 5% this is because DWSIM steam cycle efficiency is 
higher than HYSYS this variety result is coming from lack 
of DWSIM multistage compressor that change its outlet 
temperature.

B. Case 2
The simulation of the CCGT plant carried out for actual 

field data from one of the Kurdistan region’s companies. 
Because of the operating company and manufacturer privacy 
some data cannot be given, GT is mostly working at part-load 
operation so using a compressor map becomes very essential 
for covering part-load operation and testing inlet condition 
parameters on the CCGT plant during design and part-load 
operations, because there is no actual compressor map data 
from practical even from literature and because of lack of 
multistage compressor in our open source code DWSIM we 
forced to make few assumptions.

As for case 1, we divided the air compressor into two stages 
with an intercooler in between. Because the GT performance 

is heavily dependent on compressor performance, and some 
of the air comes from various stages in the compressor (for 
cooling and valve opening or closing), we are unable to 
reach the desired cooling temperature of the cooling streams 
from the compressor’s final stages due to high temperatures.

Fig. 14 shows that there is a lot of acceptance and response 
to the use of DWSIM software to simulate CCGT field data 
and assumptions.

The power generation of GT and CC is very close. The 
variety is about 0.45%. Besides the equality of the GT 
exhaust temperature, which in field operation is about 547°C, 
there is a variety of GT thermal efficiency of about −1% 
because there is a variation in the heat rate between DWSIM 
and field data and there are no required data from the field, 
especially for turbine inlet temperature. Fig. 14 shows an 
excellent agreement between field results and DWSIM results 
for net power, gas turbine heat rate, and overall cycle heat 
rates.

C. Case 3

CCGT without cogeneration
Comparisons of CCGT in DWSIM and CCGT by the 

predicted model of the used reference are stated in Fig. 15. 

Fig. 13. Design performance comparison between ASPEN HYSYS, 
GateCycle, and DWSIM for case 1.

Fig. 14. Design performance comparisons between field and DWSIM 
results.
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The generic model is applied to the GT of the CC power 
plant, which is designed to work without a cogeneration 
system. As in previous cases, due to unavailability of the 
multistage compressor, we used two cooling systems for gas 
turbine cooling. As with the compressor discharge, two lines 
are separate for cooling the gas turbine’s rotor and stator. The 
model is run so as to simulate the desired CCGT and achieve 
desirable results.

We obtained gas turbine MW generation closely same as 
a predicted measure in the used reference as the difference 
is only about 0.27% which excellent gaining of DWSIM for 
simulating GT, in additional gas turbine exhaust temperature 
also very reasonable and have good agreement compared to 
the used reference its error about 0.96% higher than reference 
result, the thermal efficiency of the simulated gas turbine 
in DWSIM is higher about 4.11% than predicted reference 
because of assumed generic model of cooling air system and 
unavailability of compressor and turbine multistage.

The HRSG simulation of DWSIM shows very close 
outcomes compared to the predicted model. The outlet 
temperature of both stages of pressure is close to the same 
as HP feed water outlet temperature has 1.19% error and LP 
feed water outlet temperature has 3.6% error. The exhaust 
temperature of the DWSIM simulator is 11.4% lower than 
the predicted reference temperature, which is (100°C and 
112.99°C), respectively. This difference occurs because the 
model is predicted and the reference did not state required 
information about heat exchangers and their condition, but 
practically we can observe that the result is highly agreed. 
The power generation of both models has extremely similar 
outcomes as DWSIM prediction shows lower values of 
0.26%, 4.79%, and 0.72% for HP turbine, LP turbine, and 
plant net power, respectively. The higher error of LP turbine 
power generation occurs because of steam separation in the 
LP drum, which produces lower flow of steam by 21.5%, 

but the results indicate that DWSIM software has excellent 
response for combine cycle simulation design.
CCGT with district heat system

In the cogeneration mode, the LP turbine did not serve 
for MW generation, but the HP turbine and gas turbines 
remained in the previous mode for power generations that 
became 253.5 MW of net power in the DWSIM model. As a 
result, DWSIM net power is higher by 0.16% than predicted 
using the used reference. The cogeneration system in the 
DWSIM simulation shows excellent agreement as simulated 
under the same conditions in the predicted used reference.

IV. Conclusion
In this paper, DWSIM an open-source process simulator has 
been used to study and simulate CCGT power plants operated 
under design conditions. DWSIM had proved to be a reliable 
process simulator in the past few years and is continuously 
being improved and optimized with each version.

DWSIM’s simulations capabilities were put to test against 
prominent commercial codes such as Aspen HYSYS and 
GateCycle and power plant data to see whether it is a 
viable choice to simulate and investigate CCGTs plants. 
For this purpose, a generic model for a CCGPT plant has 
been prepared and slightly modified for each case study as 
required. This model is capable of simulating a multistage 
compression with a compressor map as well as includes a 
rigorous model for the HRSG.

Three case studies have been adopted for the validation 
of the generic model: two simulations conducted in Aspen 
HYSYS and GateCycle and plant data. The parameters 
of each case were introduced to the generic model and 
the DWSIM’s obtained results (power generation, thermal 
efficiency, and heat rates) show very good agreement with 
the case studies results and the adoption of the relativized 
compressor map has proved to be successful. The results 
deviation from the respective case can be summarized as a 
maximum of 5% for the plant efficiency in Case 1 whereas 
it is much less for the power generation, GT exhaust 
temperature.etc., in Case 2, the agreement is more apparent 
whereas in Case 3 only without cogeneration condition the 
exhaust temperature is lower than expected by about 11% 
that has shown to largest deviation in this case. The main 
source of error of in the covered cases can be ascribed to 
the lack of crucial data such as the compressor’s multistage 
conditions.

For the final conclusion about the use and importance of 
DWSIM in CCGT plant simulation, we found that in light of 
the promising results that DWSIM is quite reliable in CCGT 
plants simulations under design conditions for applications 
such as operators training, academic studies, or process 
optimization given.

It is worth noting that CCGT plants usually operate under 
part-load or off-design conditions and it is imperative to 
investigate how DWSIM is capable of simulating such cases 
but due to the complexity of part-load design simulations it 
was chosen be done in a future work.

Fig. 15. Comparison results between DWSIM and measured output of 
combined cycle gas turbine without cogeneration system.
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Abstract—Oil-well cutting material (OWCM) is a waste 
generated during the process of oil-well drilling. Its disposal is 
costly and harmful to the environment. The chemical makeup 
for the material implies that it might be used as a partial cement 
replacement in concrete. It is high in calcium oxide, silica, and 
aluminum oxide, which are the main oxides found in raw materials 
used to produce cement. Replacing a part of cement by OWCM in 
concrete mixtures can directly reduce the quantity of the cement 
used which leads to decreasing the emission of carbon dioxide and 
solving the disposal problems for the OWCM as well. This process 
can be considered as a significant step in producing environmentally 
friendly concrete. This study focuses on investigating the fresh and 
mechanical properties of different concrete mixes that have different 
strength grades, containing different percentages of OWCM as a 
cement replacement. For this purpose, different concrete mixes 
containing 10%, 15%, 20%, 25%,30%, 35%, and 40% of OWCM 
as a cement replacement, besides the control Portland cement for 
the three different concrete strength grades, were prepared. After 
performing the slump and flow tests, cube specimens were cast and 
moist-cured for 3, 28, and 90 days and subjected to compression test, 
whereas 28-day moist-cured cylinder specimens were subjected to 
splitting tensile test. The test results have revealed that in spite of 
small reduction in strength with replacing cement by up to 20% of 
OWCM, the strength of the concrete remains within the designed 
strength grade ranges.

Index Terms—Oil-well cutting material, Fresh 
properties, Compressive strength, Splitting tensile 
strength, Environment-friendly concrete.

I. Introduction
The use of environment friendly materials in the engineering 
sector is a huge challenge. The environment is a major issue 
that must be addressed in all sectors, particularly engineering, 
because it has a direct impact on our lives.

Oil-well cutting material is formed during the drilling 
procedure of an oil-well. It has oil, heavy metals, biological 

materials, and dirt in it. Thousands of cubic meters of oil-
well cutting material can be created during the drilling 
operation of a single well (Ghazi, et al., 2011). The majority 
of drilling businesses keep this trash in open yards with 
no treatment.  Environmental standards require cutting 
storage to be isolated to prevent pollution of surface and 
subsurface water. As a result, oil-well cutting material waste 
management has become an environmental issue with an 
accompanying expense for oil corporations.

Oil-well cutting materials, which are high in calcium 
oxide, silicon oxide, and aluminum oxide, might be used as 
a raw material in cement production. Furthermore, the oil 
content may aid in the reduction of fuel consumption during 
the calcination and clinkerization processes (Al Dhamri and 
Rashid, 2019). The cement industry accounts for roughly 5% 
of worldwide man-made CO2 emissions, with the chemical 
process accounting for 50% and fuel combustion accounting 
for 40% (Mahasenan, Smith and Humphreys, 2003, 
Andrew, 2018). The cement industry emits about 900 kg of 
CO2 for every 1000 kg of cement produced (Mehta, 2001, 
Rubenstein, 2012, Benhelal, et al., 2013).

The environmental friendliness of concrete cannot be 
fully appreciated without taking into account that the cement 
and concrete industries can provide ideal homes for using 
enormous quantities of waste produced from other industries. 
The cement and concrete industries are uniquely positioned 
to eliminate many wastes from the environment whereas 
receiving significant economic and technical benefits. The 
use of industrial by-products as replacements for natural 
materials is widely encouraged in construction, thus allowing 
residual materials to be recycled and valorized, whereas at 
the same time-saving natural resources and energy. In cement 
production, residual materials can be used as substitute fuels, 
raw materials, and supplementary cementing materials that 
replace by cement (Al Dhamri and Rashid, 2019).

Fly ash, ground granulated blast furnace slag, and silica 
fume are the most commonly used by-product materials 
in concrete as a cement replacement (Sata, Jaturapitakkul 
and Kiattikomol, 2007). The optimum percentage of these 
materials used in concrete as a cement replacement for 
obtaining best mechanical properties are 20%, 35%, and 15%, 
respectively (Mohamed and Najm, 2017) and (Hannesson, et 
al., 2012). The use of these by product materials in Portland 
cement concrete improves the performance of the concrete in 
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both the fresh and hardened states (Zabihi-Samani, Mokhtari 
and Raji 2018). Moreover, the other purpose of utilizing 
byproduct materials in concrete is to save money and getting 
environmental benefits. Using these materials in concrete 
mixtures will directly reduce the quantity of the cement used 
which leads to decreasing the emission of carbon dioxide and 
solving the disposal problems (Neville and Brooks, 1987) 
and (Chen, et al., 2010).

Petroleum and oil drilling companies manufacture many 
types of drilling fluid muds, which are employed as a 
carrier of rock cuttings from the earth layers during the 
drilling operation. This fluid mud’s primary function is to 
pull cuttings to the surface for disposal during the drilling 
process, allowing the drilling operation to proceed deeper. 
Once the cuttings have been gathered at the surface, the 
combination of drilling fluid and earth cuttings is separated 
to remove the cuttings and allow the fluid to be reused in 
the drilling operation. This stage of segregation is repeated 
until the fluid can no longer be treated and must be discarded 
(Young, et al., 1991).

The disposed mud is known as oil-well cuttings material 
and collected in a mud waste dump. Because oil-well cutting 
material cuttings include oil, they are hazardous waste that 
should not be discharged into the environment without 
treatment and purification (Eldridge, 1996).

The cuttings include calcium, silica, and alumina, all 
of which are necessary components in the production 
of cement. Furthermore, the oil component provides the 
cuttings a calorific value, which may assist minimize fuel 
use during cement manufacturing. The use of these cuttings 
in cement would give an environmentally appropriate waste 
management. The extracted oil-well cutting material cannot 
be utilized directly in cement; yet, some pre-processing 
is necessary. The oil-well cutting material from drilling 
operations is wet material that contains a lot of water and 
maybe some oil. The cutting is initially transported to an 
especially designed-landfill. The cutting is first moved to a 
constructed landfill, which is open, exposed to direct sunlight, 
and generally located in the desert. First, the oil-well cutting 
material is simply let to dry in direct sunshine and high 
temperatures, and then, the sludge is transported to a semi-
dry lined pit (Al-Maqbali, et al., 2016). The previous research 
focused on the use of oil-well cutting material beside the raw 
materials in the cement production process, whereas till the 
writing of the current research few published researches were 
existing regarding the use of oil-well cutting material as a 
cement replacement in concrete.

The current research focuses on replacing cement with 
oil-well cutting material which is a waste material produced 
from drilling Oil Wells to save the environment from this 
waste material from one side and to produce concrete that 
is friendlier to the environment than conventional concrete 
from the other side.

II. Materials and Methods
Ordinary Portland cement type I (42.5 MPa) obtained 

from Mass Company was used in this research. The physical 

properties and chemical composition of the cement used were 
summarized in Tables I and II, respectively.

The fine aggregate that was used in this research was 
natural river sand with a specific gravity of 2.7. Gravel with 
a maximum size of 12.5 mm and specific gravity of 2.67 was 
used as a coarse aggregate. The hyper plasticizer used in this 
research was polycarboxylate based under the trade name of 
Sika Viscocrete 5930.

The oil-well cutting material was obtained from Shewashok 
oil-well near Koya city/Erbil (Fig. 1a). The air-dried oil-well 
cutting material was milled in a rotary steel ball mill and 
sieved on sieve No. 200 (75 µm) (Fig. 1b). Then, the sieved 
powder was burned at a temperature of 600°C, as shown in 
Fig. 1c for the calcination purposes and burning the organic 
materials. The chemical composition of the oil-well cutting 
material is shown in Table III.

The concrete mixture containing seven different percentages 
of oil-well cutting material as cement replacement (10%, 
15%, 20%, 25%, 30%, 35%, and 40%) was prepared beside 
the control mixture for three different concrete strength grade 
range mixes A (25MPa), B (35MPa), and C (55MPa) having 
water-cement ratios (w/c) of 0.5, 0.4, and 0.32, respectively. 
All the mixes were designed according to (ACI211, 2011), 
after that trial mixes were made and corrected material 
quantities were determined.

The hyper plasticizer in the mixes having 0.4 and 
0.32 water/cement ratio was used for maintaining proper 

TABLE I
Physical Properties for the Used Cement (Masscompany, 2021)

Physical properties Test results
Fineness (specific surface) (cm2/g) 3320
Specific gravity 3.17 
Initial setting time (min) 100 
Final setting time (min) 230 
3 days compressive strength (MPa) 23 
7 days compressive strength (MPa) - 
28 days compressive strength (MPa) 46.1 

TABLE II
Chemical Compositions for the Used Cement (Masscompany, 2021)

Chemical composition of the cement used. Content (%) 
SiO2 19.2 
Al2O3 4.6 
Fe2O3 2.6 
CaO 61.5 
MgO 3.5 
SO3 2.5 
K2O 0.7 
Na2O 0.2 
Equivalent Alkalies (Na2O+0.658 K2O) 0.66 
Loss on ignition (L.O.I) 2.7 
Lime saturation factor (L.S.F) 98.1 
Free Lime (%) 1.0 

Main compounds (Bogue’s equations) 
C3S 58.4 
C2S 11.1 
C3A 7.8 
C4AF 7.9 
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TABLE III
Chemical Compositions of Oil-Well Cutting Materials

Chemical compositions Mass percentage
BaO 30.5
SO3 18.1
SiO2 15.4
TiO2 9.54
CaO 7.19
Al2O3 3.26
Fe2O3 2.83
MgO 2.74
ZrO2 2.48
V2O5 1.98
Cl 1.22
K2O 1.2
Other 3.56

workability. The mix proportions for 1 m3 of concrete for 
the mixes having a water-to-cement ratio of 0.5, 0.4, and 
0.32 are shown in Tables IV-VI, respectively. The slump and 
flow tests were performed for all the mixes in accordance to 
(ASTM C143/C143M –05a) and (BS 1881: Part 105: 1984), 
respectively (ASTMC143, 2021) (BS1881, 1984).

From each concrete mix 9 (100*100*100) mm cubes 
and 3 (100*200 mm), cylinders were prepared. The cube 
specimens were immersed in water for 3, 28, and 90 days, 
whereas the cylinders were only immersed for 28 days. 
The compression test was carried out under the BS 1881: 
PART 116: 83, (BS1881:116, 1984), whereas the indirect 
tension was carried out under the (C78, 2002) standard. 
The experimental process for this study was carried out at 
the materials of construction laboratory of the Faculty of 
Engineering, Koya University. The trail mix and the sample 
preparation (cubes and cylinders) for compression and 
splitting tensile tests are shown in Fig. 2a-c, respectively.

III. Results and Discussions
A. Workability
The slump and flow values for w/c ratios 0.5, 0.4, and 0.32 

are shown in Tables VII-IX, respectively. The slump for the 
control mixes of 0.5, 0.4, and 0.32 w/c ratio was 200 mm, 
210 mm, and 220 mm, whereas the flow values were 550, 
553, and 560 mm, respectively. By adding Oil-well cutting 
material, a slight promotion in a slump was recorded. The 
slump promotion became more significant in higher rates 
of replacement for cement by oil-well cutting material. To 
remain the slump in a constant range for the concrete mixes, 
a hyper plasticizer was used. The slump increase in the 
mixtures containing oil-well cutting material can be attributed 
to the large particle size diameter of oil-well cutting materials 
which were larger than cement particles. As oil-well cutting 
material particles have a lower surface area than cement 
particles, lower water is needed for wetting the surface area; 
hence, excessive water can contribute to increasing the slump 
values for the concrete mixes. For the concrete mixes of (0.32 
w/c ratio), the slump values were almost constant, whereas 
the flow showed a slight reduction. This behavior is due to 

the technique of the flow test which depends on raising the 
flow table and dropping it, that the lower cohesiveness of 
the concrete mixes with higher replacement rates of oil-well 
cutting material plays the role.

B. Mechanical Properties

Compressive strength
Figs. 3-5 display the compressive strength results for 

grade A, B, and C concrete cubes having w/c ratios of 
0.5, 0.4, and 0.32 and moist cured for 3, 28, and 90 days, 
respectively. The results show that the addition of oil-
well cutting materials reduces compressive strength for all 
curing regimes when compared to the control specimen. 
The decrease in strength rises when the amounts of oil-well 
cutting materials are increased. By extending the curing 
period, all of the specimens achieve greater strength results. 
The strength reduction for grade A (0.5 w/c ratio) concrete 
at 3 days with 10%, 15%, 20%, 25%, 30%, 35%, and 40% 
of oil-well cutting materials as a cement replacement were 
4.3%, 5%, 11.5%, 15%, 24.6%, 29%, and 39%, respectively. 
For 28 days, the strength reductions with 10%, 15%, 20%, 

Fig. 1. (a) Oil-well cutting material (OWCM), (b) sieved OWCM, and 
(c) OWCM at the furnace.

a

b c

Fig. 2. (a) Trial mix, (b) cube sample for compressive strength, and 
(c) cylinder sample for splitting tensile strength.

a

b c
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Table VIII
Slump Value for Mixes with 0.4 w/c Ratio

Sample % oil-well cutting materials Slump (mm) Flow (mm)
B0 0 210 553
B10 10 220 560
B15 15 210 570
B20 20 210 570
B25 25 210 570
B30 30 210 570
B35 35 210 570
B40 40 210 560

TABLE IV
Mix Proportions for 1 M3 Concrete for Water Cement Ratio 0.5 Grade A

Sample name % Oil-well cutting materials Water (Kg) Superplasticizer Cement (Kg) Oil-well cutting materials (Kg) Sand (Kg) Gravel (Kg)
A0 0 200 0 400 0 640 1000
A10 10 200 0 360 40 640 1000
A15 15 200 0 340 60 640 1000
A20 20 200 0 320 80 640 1000
A25 25 200 0 300 100 640 1000
A30 30 200 0 280 120 640 1000
A35 35 200 0 260 140 640 1000
A40 40 200 0 240 160 640 1000

TABLE VI
Mix Proportions for 1 M3 Concrete for Water Cement Ratio 0.32 Grade C

Sample name % Oil-well cutting materials Water (Kg) Superplasticizer (kg) Cement (Kg) Oil-well cutting materials (Kg) Sand (Kg) Gravel (Kg)
C0 0 160 3.6 500 0 560 1150
C10 10 160 3.6 450 50 560 1150
C15 15 160 3.6 425 75 560 1150
C20 20 160 3.6 400 100 560 1150
C25 25 160 3.6 375 125 560 1150
C30 30 160 3.6 350 150 560 1150
C35 35 160 3.6 325 175 560 1150
C40 40 160 3.6 300 200 560 1150

TABLE IX
Slump Value for Mixes with 0.32 w/c Ratio

Sample % oil-well cutting materials Slump (mm) Flow (mm)
C0 0 220 570
C10 10 210 550
C15 15 210 550
C20 20 210 550
C25 25 220 530
C30 30 220 530
C35 35 220 530
C40 40 220 530

TABLE V
Mix Proportions for 1 M3 Concrete for Water Cement Ratio 0.4 Grade B

Sample name % Oil-well cutting materials Water (Kg) Superplasticizer Cement (Kg) Oil-well cutting materials (Kg) Sand (Kg) Gravel (Kg)
B0 0 180 1.35 450 0 500 1130
B10 10 180 1.35 405 45 500 1130
B15 15 180 1.35 382.5 67.5 500 1130
B20 20 180 1.35 360 90 500 1130
B25 25 180 1.35 337.5 112.5 500 1130
B30 30 180 1.35 315 135 500 1130
B35 35 180 1.35 292.5 157.5 500 1130
B40 40 180 1.35 270 180 500 1130

25%, 30%, 35%, and 40% of oil-well cutting materials as a 
cement replacement were 1.7%, 6%, 15.8%, 18.8%, 29.4%, 
30.46%, and 44.1%, respectively. However, the compressive 
strength reductions after 90 days of moist curing with 10%, 
15%, 20%, 25%, 30%, 35%, and 40% of oil-well cutting 
materials as a cement replacement were 3.65%, 10.85%, 
16%, 23.78%, 25.7%, 34.39%, and 42.2%, respectively.

For grade B concrete that has a 0.4 w/c ratio, the strength 
reduction at 3 days with 10%, 15%, 20%, 25%, 30%, 
35%, and 40% of oil-well cutting materials as a cement 

TABLE VII
Slump and Flow Values for Mixes with 0.5 w/c Ratio

Sample % oil-well cutting materials Slump (mm) Flow (mm)
A0 0 200 550
A10 10 200 550
A15 15 200 550
A20 20 200 550
A25 25 200 550
A30 30 215 560
A35 35 215 560
A40 40 215 570
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replacement were 7.8%, 11.8%, 21.8%, 29.2%, 39.68%, 
44.24%, and 44%, respectively. For 28 days, the strength 
reductions with 10%, 15%, 20%, 25%, 30%, 35%, and 40% 

of oil-well cutting materials as a cement replacement were 
7.9%, 13.9%, 23.3%, 28.8%, 35.8%, 41.5%, and 43.1%, 
respectively. However, the compressive strength reductions at 
90 days with 10%, 15%, 20%, 25%, 30%, 35%, and 40% of 
oil-well cutting materials as a cement replacement were 11%, 
18%, 20.8%, 32%, 41%, 44%, and 45.5%, respectively.

The strength reduction for grad C concrete with 0.32 w/c 
ratio after 3 days of moist curing with 10%, 15%, 20%, 25%, 
30%, 35%, and 40% of oil-well cutting materials as a cement 
replacement were 7.5%, 17.5%, 23%, 30.27%, 30.8%, 
34.67%, and 39.1%, respectively. For 28 days, the strength 
reductions with 10%, 15%, 20%, 25%, 30%, 35%, and 40% 
of oil-well cutting material as a cement replacement were 
7.9%, 13%, 17.72%, 28.24%, 32.57%, 33.86%, and 36.72%, 
respectively. However, the compressive strength reductions at 
90 days with 10%, 15%, 20%, 25%, 30%, 35%, and 40% of 
oil-well cutting materials as a cement replacement were 11%, 
19.5%, 22%, 32%, 38%, 41.74%, and 47.8%, respectively.

The reduction in compressive strength was less pronounced 
for lower replacement ranges in all concrete strength grades. 
The lower strength grades showed lower strength reduction 
than the higher strength grades. The higher the w/c ratio 
the lower reduction was recorded, in a way that with up to 
25% replacement percentages, the strength remained within 
the designed strength grade range. The previous behavior of 
concrete is because the oil-well cutting material is working 
only as filler in concrete without having any pozzolanic 
activity for enhancing the compressive strength.
Tensile strength

The splitting tensile strength results for 28 days of moist 
cured cylinders are shown in Figs. 6-8, respectively. When 
compared to the control specimen, all of the specimens 
containing oil-well cutting materials have a lower splitting 
tensile strength. When the replacement percentages are 
raised, the loss in strength becomes more pronounced. For 
0.5 water-cement ratio, the tensile strength reduction with 
10%, 15%, 20%, 25%, 30%, 35%, and 40% of oil-well 
cutting materials as a cement replacement were 7%, 20.2%, 
22.65%, 23.53%, 25.8%, 26.2%, and 27%, respectively.

For 0.4 water-cement ratio, the tensile strength reduction 
with 10%, 15%, 20%, 25%, 30%, 35%, and 40% of oil-well 

Fig. 4. Compressive strength for grade B concrete containing different 
percentages of oil-well cutting material made with 0.4 w/c ratio and 

moist cured for 3, 28, and 90 days.

Fig. 3. Compressive strength for grade A concrete containing different 
percentages of oil-well cutting material made with 0.5 w/c ratio and 

moist cured for 3, 28, and 90 days.

Fig. 5. Compressive strength for grade C concrete containing different 
percentages of oil-well cutting material made with 0.32 w/c ratio and 

moist cured for 3, 28, and 90 days.

Fig. 6. Splitting tensile strength of Grade A concrete containing different 
percentages of oil-well cutting material made with 0.5 w/c ratio and 

moist cured for 28 days.
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cutting materials as a cement replacement were 8%, 20%, 
23%, 23.53%, 28%, 33.5%, and 34%, respectively.

For the 0.32 water-cement ratio, the tensile strength 
reduction with 10%, 15%, 20%, 25%, 30%, 35%, and 40% 
of oil-well cutting materials as a cement replacement were 
11%, 24%, 29%, 30%, 34%, 36%, and 49%, respectively.

The reduction in splitting tensile strength rates was 
almost the same for grade A and B concretes, whereas 
grade C concrete showed somewhat less reduction rates. 
The reduction rates in splitting tensile strength were lower 
than that of compressive strength in higher replacement 
percentages.

IV. Conclusion
This research focuses on replacing cement with oil-well 
cutting material which is a waste material produced from 
drilling oil wells to save the environment from this waste 
material and produce concrete that is friendlier to the 
environment than the conventional concrete. From the 

experiment performed and the results obtained, the following 
conclusions can be drawn:
•	 Oil-well cutting material can be used in concrete as a cement 

replacement for producing concrete that is friendlier to the 
environment than conventional concrete.

•	 Replacing up to 20% of cement with oil-well cutting material 
results in a decrease in both compressive and splitting tensile 
strengths for all mixes in a manner that the strength remains 
within the designed strength grade ranges for compressive 
strength.

•	 Replacement rates higher than 20% result in significant 
strength reduction.

•	 The strength in lower w/c ratios for the replacement 
percentages is more acceptable than the higher w/c ratios.
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Abstract—Visual interpretation of satellite images is a very 
significant technique to recognize and interpret structural features, 
which indicate lateral growth of folds, the origin of folds, and 
dating of folds using the exposure dating method. In this study, 
Landsat 8 (ESSRI) and Google Earth images are used to recognize 
structural features at Pira Magroon, Surdash, and Azmar anticlines 
in the Sulaimaniyah vicinity, Kurdistan Region, north of Iraq. 
The mentioned anticlines are outstanding geomorphological and 
structural features in the Sulaimaniyah vicinity. The recognized 
and interpreted structural features include: en-echelon folding, 
domes, and Neotectonic indication. All these features are discussed 
in detail with many images to show the discussed cases, most of 
the interpreted data and presented figures are never mentioned 
previously.

Index Terms—Domes, En-echelon fold, Lateral growth, 
Neotectonic indications.

I. Introduction
The northeastern part of the Arabian Plate is occupied by the 
Kurdistan Region of Iraq (KRI). The plate is in collision with 
the Iranian Plate with convergent tectonic plate boundary 
(e.g., Alavi, 2004, Allen, et al., 2004; Fouad, 2015). In 
tectonically active areas, such as the KRI, the lateral growth 
of anticlines is a very common phenomenon (e.g., Blanc, 
et al., 2003, Bennett, et al., 2005, Ramsey, Walker and 
Jackson, 2008). The anticlines in this tectonically active area 
show different significant geomorphological and structural 
features which indicate the lateral growth of those folds. 

The developed landscape and the drainage patterns provide 
indirect information on the tectonic activity (e.g., Bretis, 
Bartl and Grasemann, 2011; Burbank and Pinter, 1999; 
Burbank and Anderson, 2001; Keller, Gurrola and Tierney, 
1999; Collignon, et al., 2016).

The mountain building and landscape evolution are 
controlled by interactions between river dynamics and 
tectonic forces (Collignon, et al., 2016). The described criteria 
by Keller, Gurrola and Tierney (1999); Ramsey, Walker and 
Jackson (2008), Fossen (2020), and Grasemann and Scholholz 
(2012) can be used to evaluate fold growth, among those 
criteria are: (1) The deformation of progressively younger 
deposits or landforms, (2) the development of characteristic 
asymmetric drainage patterns, (3) the development of domes 
within folds, and (4) the development of en-echelon plunges 
withing anticlines.

The Pira Magroon, Surdash–Sara, and Azmar are three 
main anticlines in the Sulaimaniyah vicinity, located around 
Sulaimaniyah city, in the northwest, north, and northeast of 
the city (Fig. 1).

We have reviewed many scientific reports and articles 
which were published concerning the studied area and 
the High Folded Zone. Those which dealt with the current 
work are mentioned briefly hereinafter. Colman-Saad (1978) 
showed that the simply folded belt of the Zagros Mountains 
has undergone folding from Miocene to recent time. He added 
that “Structures in the Competent group are typical of parallel 
folds formed by buckling and developed by a combination of 
flexural-slip and neutral-surface mechanisms.”

In the studied area, there is a main competent group formed 
by the rocks of the Kometan and Qamchuqa formations. 
Ameen (1991) implied the presence of a decollement 
horizon at or near the base of the sedimentary cover, the 
“Infra-Cambrian Hormuz Salt” and a passive role of the 
Precambrian basement in the tectonic evolution of the folded 
belt. Structural, stratigraphic, geophysical, and remote sensing 
evidence suggests that forced folding, due to faulting in the 
basement, has played a significant role in the development of 
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many of the folds in this region. No comment can be added 
to this study since it is a surface study that mainly dealt with 
the acquired data from the interpretation of satellite images 
and field check. Blanc, et al. (2003) showed that the NW 
– SE-trending folds and thrusts in the Simple Folded Zone 
are shortened by right-lateral strike-slip fault on the NW – 
SE-trending main recent fault. The geometries of exposed 
structures suggest both basement thrusts and thin-skinned 
decollement levels, with major folds possibly nucleated 
above basement faults. Since the present study deals with the 
surface structural expressions; therefore, we cannot assure or 
otherwise the presented data. Bretis, Bartl and Grasemann 
(2011) focused on the interaction of the transient development 
of drainage patterns along growing antiforms, as this directly 
reflects the kinematics of progressive fold growth. We have 
interpreted many water and wind gaps along the studied 
anticlines, which confirm the growth of the anticlines under 
consideration. Omar (2011) studied the minor fold in the 
Azmar Anticlinorum and showed that the process involved 
both buckling and homogeneous flattening mechanisms. We 
also have interpreted such data, especially along the Azmar 
anticline, this is mainly due to the exposed homogeneous 
rocks of the Kometan and Balambo formations. A semi-
detailed geological mapping was conducted for an area 
northwest of Sulaimaniyah covering Pira Magroon anticlines 
and part of the Surdash anticline (Sissakian and Al-Jiburi, 
2014; Sissakian and Al-Jiburi, 2014). Zebari (2013) studied 
the geometry and evolution of the fold structures within the 
HFZ, he suggested that the folds are transitional between 
fault-bend folds and fault propagation folds. Karim, Bety and 
Khanaqa (2015) described the actual structural setting of the 
Azmar–Goizha anticline, they changed the previous piggy-

back thrust imbricated fan to a nearly isoclinal detachment 
fold. We have recognized many small double plunging 
folds with the en-echelon pattern within the main Azmar 
and Goizah anticlines, some of them are isoclinal. Burberry 
(2015) defined the relationship between the basement faults 
and surface structures, facies, and source-rock maturity 
through time. Omar, Lawa and Sulaiman (2015) found an 
imprint between tectonostratigraphic and structural with 
balanced sections in the studied area. Karim and Khanaqa 
(2017) studied the southeastern part of Pira Magroon anticline 
stratigraphically and structurally, they used nannofossils 
for the aging of intervals, and they showed that it is an 
asymmetrical anticline with a southwest plunge mainly in a 
few places, while it changes to overturned fold in others and is 
deformed by reverse fault. We also have recognized different 
fault types within the Pira Magroon anticline. Mohammed, 
Al-Kubaisi and Bety (2018) estimated the tectonic activity of 
the Pira Magroon anticline by calculating three geomorphic 
indices of three-sub-basins which were identified as very 
high, high, and moderate levels. Ahmed (2019) classified the 
anticlines in Zagros Fold Belt according to the orientation of 
compression stress, among these are Azmar, Pira Magroon, 
and Surdash anticlines. Karim, Khanaqa and Ismail (2020) 
mentioned the role of facies changes in shifting the trend of 
the anticlines in Zagros Fold-Thrust Belt (ZFTB).

The present study aims to describe the recognized 
significant structural features which are developed within the 
Pira Magroon, Surdash–Sara, and Azmar anticlines. Moreover, 
the present study aims to shed light on the relationship 
between the surface and subsurface tectonic and structural 
styles and the role of the basement depth and existing faults 
in the basement on the developed surface anticlines. The 

Fig. 1. Satellite image showing the location of the studied area; approximately limited by the black dashed line. Anticlines, PM=Pira Magroon, 
Su=Surdash, Az=Azmar, SS=Said Sadiq, AF=Alluvial fan, DS=Dissected slopes, AR=Anticlinal ridges, WG=Water gap, the yellow dashed line 

represents the approximate location of a paleo ridge.
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visually interpreted and presented data can be used in similar 
studies, which use the visual interpretation of satellite images 
to recognize geomorphological and structural forms.

II. Materials and Methods
The studied area is one of the most studied parts of the 

Iraqi Kurdistan Region; therefore, there are tens of published 
scientific articles, post graduate theses, which dealt with 
different geological aspects; some of those articles are 
reviewed and relevant data are acquired to confirm the 
visually interpreted data from the satellite images, some of 
them were confirmed by field check. Besides those articles, 
we have interpreted different satellite images (Google Earth, 
and Esri satellite image) to elucidate different geological 
features; mainly structural and some geomorphological. Most 
of the recently elucidated features were checked in the field 
by continuous field inspections through 2018–2021.

III. Geological Setting
The geological setting of the studied area is briefly 

described. We have used the best available data in the 
description of Geomorphology, Structural geology, Tectonics, 
and Stratigraphy.

A. Geomorphology
The studied area is located physiographically in the High 

Mountainous Province which is characterized by rugged 
mountains and narrow valleys (Sissakian, Kadhum and Abdul 
Jab’bar, 2014). The main geomorphological units in the 
studied area are as follows:
Units of alluvial origin

Different types of alluvial fans were recognized, like 
old, and dormant (Fig. 2a), usually covered by a mantle of 
calcrete (Fig. 2b), others are small and still active; coalesced 
together forming bajada (Fig. 3). Valley fill and flood plain 
sediments (Fig. 4a) are well developed along the mainstream 
and valleys, such as Qash Qooly, Charmaga, Merga Pan 
(Shadala), Tabin, and Zewe, the size of the pebbles may 
reach 1 m or even more.
Units of structural

Denudational Origin: Among these units are anticlinal 
ridges (Fig. 1), which extend for a few kilometers. Flat Irons 
are well developed in Kometan and Qamchuqa formations, 
they reach a few hundred meters in height (Fig. 4b), and 

dissected slopes (Fig. 3) are developed in soft rocks, such as 
the Shiranish, Tanjero, Kolosh, and Gercus formations.
Units of karstification origin

The most common units are the caves (Fig. 5a) and 
solution holes (Fig. 5b). Both are developed in rocks of the 
Qamchuqa and Pila Spi formations.

B. Stratigraphy
The exposed geological formations in the studied area 

range in age from Jurassic to Eocene, they are presented 
in the geological map (Fig. 6) and a columnar stratigraphic 
section (Fig. 7), based on Sissakian and Al-Jiburi (2014).

C. Tectonic and Structural Geology
The studied area is located in the high folded zone of the 

outer platform which belongs to the Arabian Plate (Fouad, 
2015). Moreover, it is part of the ZFTB which is developed 
within the Zagros Foreland Basin (Alavi, 2004, and Fouad, 
2015).

The High Folded Zone is characterized by long anticlines 
and narrow synclines (Jassim and Goff, 2006). Three 
main anticlines exist in the studied area: Pera Magroon, 
Surdash (Sara), and Azmar. Although some local names are 
used by many researchers; however, we will call them as 
aforementioned. They all are oriented in NW – SE direction 
and the southwestern limb is steeper. Tens of faults of 
different types are developed along the three main anticlines 
with different displacements. The beds are highly deformed 
and crushed (Fig. 8). Among the faults are those which 
have formed Zewe gorge; in the Pera Magroon anticline and 
Jasana and Qamchuqa gorges in the Surdash anticline. The 
displacements are around a few tens of meters.

IV. Results
From the interpretation of different types of satellite images, 

geological maps, and field investigations in the studied area, we 
found the following structural and Neotectonic forms. Besides 
the presence of anticlines, synclines, and different types of 
faults, we have recognized the following structural features, they 
all confirm the lateral growth of the anticlines in the study area.

A. Domes
The presence of dome(s) in an anticline is a good 

indication of its lateral growth (Blanc, et al., 2003; Bennett, 
et al., 2005). In the studied area, all anticlines show doming; 
some of them are already grouped due to the lateral growth 
of the anticline (Figs. 9-11). Grasemann and Schmalholz 
(2012) mentioned that growing folds can join each other 
forming one single fold, and this is the case in Pira Magroon 
and Surdash anticlines. In the Azmar anticline, the domes 
and successive anticlines and synclines are common (Fig. 9).

B. En-echelon Plunges
Anticlines showing en-echelon plunges are exhibiting 

lateral growth (Keller and Pinter, 2002; Ramsey, Walker 
Fig. 2. (a) Old alluvial fan at Jasana gorge in Surdash anticline and 

(b) calcrete cover of an old alluvial fan in Surdash anticline.

a b
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Fig. 3. Esri satellite image of alluvial fans in Azmar anticline for abandoned (AAf) and active (recent) fans (AcAf), AxV=Axial valley, 
PhS=Approximate site of the field photos (Fig. 15).

and Jackson, 2008; Fossen, 2010). In the studied area, 
all anticlines exhibit en-echelon plunges; either totally 
separated from the neighboring anticline, as Pira Magroon 
and Sulaymaniyah anticlines (Fig. 6), Surdash and Khalakan 
anticlines, within the same anticline as in the Azmar anticline 
(Fig. 12), and within the same range; as Azmar and Surdash 
anticlines (Fig. 13).

C. Neotectonic Indications
Indications for neotectonic activities in the studied area 

are very common; however, we have selected a very clear 
indication from the east of Sulaimaniyah city within the 
old and recent alluvial fans (Fig. 14). The directions of old 
alluvial fans are different from the recent and active alluvial 
fans, and even they are dissecting indicating titling of the 
slopes of the main foothills. Furthermore, the tilting of 

old alluvial fans’ sediments was seen at a construction site 
(Fig. 15).

The recent and abandoned old alluvial fans are 
distinguished based on the outcrop dating method (Burbank 
and Anderson, 2001). The feeder channels are used to 
distinguish between both types since the abandoned feeder 
channels (Fig. 14) are not following the regional gradient, 
which means that there is tilting in the area after the 
deposition of the old alluvial fans, accordingly, they were 
abandoned. In Fig. 12, the semestral fault is older than the 
developed alluvial fan. This is indicated by the location of 
the feeder channel which runs through the fault.

V. Discussion
The anticlines in the Iraqi Kurdistan Region are still active 

and exhibit later growth (propagation) as witnessed by the 
presence of different geomorphological and structural forms; 
some of those indications are presented in the current research. 
The anticlines accompanied by synclines in the study area are 
developed due to the clockwise movement of the Arabian Plate 
and its collision with the Eurasian Plate forming a convergent 
tectonic plate boundary (Alavi, 2004, Allen, et al., 2004).

The exerted forces due to the collision of the plates have 
developed regional thrust faults and another local thrust, 
reverse, normal, and strike-slip faults. The structural style 
of the studied area and indications for the lateral growth 
mentioned in the present study is discussed hereinafter.

A. Structural Style
The studied area is a part of the High Folded Zone that 

belongs to the ZFTB; therefore, the folds are oriented 
generally in NW – SE trend with minor deviation to 
NWW – SEE trend (Figs. 1 and 6). Karim, Khanaqa and 
Ismail (2020) mentioned that the deviations in the folds 

Fig. 4. (a) Valley fill sediments in Zewe Valley, Pira Magroon anticline 
and (b) Flat irons in the Qamchuqa Formation, Surdash anticline.

Fig. 5. (a) Jasana Cave, Surdash anticline, and (b) Solution holes in the 
carbonates of the Pila Spi Formation at the southwestern limb of Pera 

Magroon anticline.

a b

ba
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Fig. 6. Geological Map of the studied area (Modified from Sissakian and Fouad, 2015).

Fig. 7. Columnar stratigraphic section of the exposed formations in the 
study area (After Sissakian and Fouad, 2015).

are mainly due to facial changes. Although their study 
area is larger than the present study area and the minor 
folds are out of the studied area; however, we are in full 
accordance with them about the role of the facial changes 
in the deviations of the folds from the main trend. A good 
example is at the plunge area between Azmar and Surdash 
anticlines (Figs. 1, 6, 13), where the main facial change 
occurs between the Balambo (Basinal environment) and 

Fig. 8. Disturbed beds due to folding and faulting, (a) Pira Magroon 
anticline and (b) Surdash anticline.

the Qamchuqa (Neritic environment) formations and the 
hardness of their rocks and thickness changes. However, 
the main deviation is slightly west of the concerned 
location. The type of the rocks also has contributed to the 
development of M-shaped parasitic Azmar anticline with 
many minor successive anticlines and synclines (Fig. 14) 
which have mainly very tight hinge lines (Points A and 
S, Fig. 14). The compressional forces exerted from the 
collision of the Arabian and Eurasian plates, besides the 
thrusting of the ophiolite bodies at Mawat Massif (20 km 
NE wards) have played a big role in the development of 
the parasitic fold system in the Azmar anticline, especially 
with the exposed monotonous ductile and incompetent rock 
types of marly limestone and marl.

The width of the anticlines of the studied area is also an 
interesting feature, especially the southwestern limb of the 
Pira Magroon anticline (Figs. 1, 6, 16). This is attributed 
to the minor folding within the Shiranish, Tanjero, Kolosh, 
Sinjar, and Gercus formations, besides the retreating of the 
main cliff of the Sinjar Formation due to continuous sliding 
(Fig. 17a).

ba
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Fig. 9. Satellite images of Azmar anticline facing southeast showing possible domes at points 1, 2, 3, and 4 and many wine glasses (W), Wo=Opposite 
wine glass, and Ws=Successive wine glass, which are indications for the lateral growth of the anticline.

Fig. 10. Satellite image of Pira Magroon anticline facing SE. Note the domes of Pira Magroon anticline. Also note the absence of the Qamchuqa 
Formation left of point 1.

Fig. 11. Satellite image of Surdash anticline facing SE. Note the domes of the Surdash anticline. Also, note overturned beds at points 1 and 2.

Fig. 12. Satellite image of Azmar anticline facing NE. The arrows point to plunges of minor folds, f – f is a sinistral fault. Different valleys: In=Inclined, 
Ax=Axial, AAf=Abandoned alluvial fan, Af=Active alluvial fan, all are indications of lateral growth of the anticline.

Fig. 13. Field photo, southeastern plunge of the Surdash anticline. Note 
the local syncline between the Surdash and Azmar anticlines. In the 

background is the Pira Magroon anticline.

The presence of isolated hills (which may attain 60 m in 
height) caped by the hard limestone of the Sinjar Formation 
(Fig. 6) is a good indication of the aforementioned two 
reasons for the widening of the Pira Magroon anticline. 
On contrary, the syncline between the Pira Magroon and 
Surdash anticlines is very narrow, although the rocks in the 
northeastern limb of the Pira Magroon anticline suffer from 
severe karstification (Fig. 17b) and many landslides (Fig. 10).

B. Domes
Domes are a good indication of the lateral growth of 

anticlines (Blanc, et al., 2003 and Bennett, et al., 2005). One 
dome form was interpreted in the Pira Magroon anticline 
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Fig. 14. Satellite image of Azmar anticline facing SW. The drown arrows 
indicate the direction of old alluvial fans. Note the direction of the recent 
feeder channels (S1 – S1, S2 – S2, and S3 – S3) of active alluvial fans. 

Furthermore, note the very tight anticline (A) and syncline (S). AAf is an 
old alluvial fan. Blue dotted lines are scars of old feeder channels.

Fig. 15. Field photos for an old fan, (a) tilted sediments of old alluvial 
fan, note the tilted orientation of the pebbles and (b) hard soil cover. Both 

photos are toward SE.

Fig. 16. Three cross-sections showing folding harmony in the studied anticlines (for the location of the cross-sections see Fig. 6).

(Fig. 10); it occupies a very large wine glass that is growing 
due to erosion and most probably due to lateral growth.

A good indication can be seen in point 1 (Fig. 10). This 
is most probably due to the absence of the exposures of the 
very hard and massive beds of the Qamchuqa Formation. 
In the Surdash anticline, five domes were interpreted, they 
also are occupied by wine glasses (Fig. 11), which are also 
growing due to erosion and lateral growth of the anticline. 
However, in the Surdash anticline, the shapes of the domes 
are thinner and shorter; as compared to those developed in 
the Pira Magroon anticline, this is attributed to the thinning 
of the Qamchuqa Formation eastwards; and accordingly, the 
core is occupied mainly by fairly hard rocks of the Sarmord 
Formation (Fig. 11), besides being subjected to more 
compressional forces; as can be seen from the overturned beds 
(Points 1 and 2, Fig. 11). In the Azmar anticline, however, no 
domes are developed. This can be attributed to the exposed 
monotonous rock types (marly limestone and marl) within 
the Kometan and Balambo formations (Figs. 12 and 14). 
Both marl and marly limestone are more incompetent and 
ductile as compared to the massive and very hard limestone 
and dolomite beds of the Qamchuqa Formation.

C. En-echelon Plunges
The presence of an en-echelon plunge within an anticline 

is also a good indication of the lateral growth of the 

a b
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anticline (Keller and Pinter, 2002; Ramsey, Walker and 
Jackson, 2008; Fossen, 2010). The Surdash and Azmar 
anticlines exhibit a right-hand en-echelon plunge (Fig. 13). 
The en-echelon plunge is developed at the areas where the 
Qamchuqa Formation pinches out; eastwards, the thickness 
of the formation at the plunge area is only 12 m (Sissakian 
and Al-Jiburi, 2014; Sissakian and Al-Jiburi, 2014), and at 
the type locality, which is at the northwestern part of the 
anticline is 792 m, whereas the thickness of the Balambo 
Formation is 320 m (Sissakian and Al-Jiburi, 2014; Sissakian 
and Al-Jiburi, 2014; Sissakian and Al-Jiburi, 2014). This 
great change in the thickness is the reason for the change 
in the width of the Surdash anticline and its plunge area, 
as compared to that of the Azmar anticline (Fig. 13). Due 
to this big change in the thickness of the anticlines, and the 
difference in the hardness of the rocks on both plunge areas, 
the northwestern plunge of the Azmar anticline is moved 
out of the range; northwestwards (Fig. 6). The plunge area 
also coincides with a paleo-ridge (at NW – SE direction) 
that has separated the depositional basins of the Qamchuqa 
Formation (toward west) and that of the Balambo Formation 
(toward east) (Buday and Jassim, 1987; Jassim and Goff, 
2006). The location of the paleo-high also coincides with the 
southeastern plunge of the Pira Magroon anticline (Fig. 1). In 
the Azmar anticline, however, many en-echelon plunges were 
interpreted within the anticline (Fig. 13), this is attributed 
to the presence of many minor anticlines successive to each 
other in both directions (NE – SW and EW), which form 
the main Azmar anticlines as M-shaped parasitic anticlines. 
The thick rock succession of the Balambo and Kometan 
formations (about 800 m of marly limestone and marl) has 
also contributed to the development of this type of anticline 
with the main Azmar anticline since they are cert ductile and 
incompetent.

VI. Conclusions
From the interpreted data and field investigations, the 
following can be concluded: The studied anticlines exhibit 
different structural features which indicate their lateral 
growth. Different structural features are recognized as an 
indication for the lateral growth of the anticlines in the 
study area, among them are domes, en-echelon plunges, 
and Neotectonic indications. Besides, geomorphological 

indications of the lateral among them are different-shaped 
valleys (Radial, Fork-shaped, Axial, and Inclined), water 
and wind gaps, and abandoned alluvial fans. We also can 
conclude that the fold’s thickness varies along its axis, some 
of the folds are parasitic types like the Azmar anticline. Some 
of the gorges in the Pira Magroon and Surdash anticlines are 
developed due to strike-slip faults.
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Abstract—Due to advancement in internet of medical things, 
the conventional health-care systems are transformed into smart 
health-care systems. The medical emergence services can be 
significantly enhanced by integration of IoMT and data analytic 
techniques. These technologies also examine the unexplored area of 
medical services that are still unseen and provide opportunity for 
investigation. Moreover, the concept of smart cities is not achievable 
without providing a smart connected healthcare scheme. Hence, the 
main purpose of this research is to come up with a smart healthcare 
system based on IoMT, Cloud and Fog computing and intelligent 
data analytic technique. The major objective of the proposed health-
care system is to develop a diagnostic model capable for earlier 
treatment of heart disease. The suggested scheme consists of distinct 
phases such as data acquisition, feature extraction, FogBus based 
edge/fog computing environment, classification, and evaluation. 
In data acquisition, different IoMT such as wearables and sensors 
devices are considered to acquire the data related to heart disease 
and the various features related to signal and data are extracted. 
Further, the deep forest technique is integrated into the proposed 
system for classification task and effective diagnosis capabilities 
of heart issues. The performance of the suggested scheme is 
evaluated through set of well-defined parameters. Comparison 
with other healthcare model was conducted for the purpose of 
performance evaluation. It is concluded that the proposed model 
has a superiority over other all other models in different aspects 
namely, the sensitivity measure, accuracy measure, and specificity.

Index Terms—Deep forest, Fog computing, Healthcare 
system, Heart disease, IoMT.

I. Introduction
Recently, cloud and fog computing environments gain wide 
popularity and can be acted as main pillar in the toady 
economy due to on demand services to users through global 
network (Mutlag, et al., 2019). These computing paradigms 

have significant impact in industry as well as in academia. 
But due to delay response, cloud computing cannot be 
more appropriate in real time applications (Farahani, et al., 
2018). Apparently, fog, IoT, edge, and big data have been 
exposed tremendously due to capability of less response time 
with respect to target applications (He, et al., 2017). These 
technologies provides better computations, communications, 
and storage for edge devices and also improved the variety 
of constraints such as latency, N/W bandwidth, mobility, 
privacy, and security. Through literature, it is identified that 
fog computing is more appropriate for latency sensitive and 
real time application (Rahmani, et al., 2018). At present, 
cloud computing frameworks also enhanced and provide 
more robust and reliable infrastructure and services for 
many applications (Gupta, Maharaj and Malekian, 2017). 
While, fog computing handles the issues such as energy 
consumption, n/w latency and response time through nodes, 
routers and gateways for offering better services. Other 
side, growth in IoT devices led to tremendous amount of 
data (Islam, et al., 2015). These devices are utilized into 
different domains such as transportation, healthcare, business, 
networks, industry, finance, and communication and having 
significant impact on users. In healthcare, these devices are 
widely adopted and deployed for obtaining the diverse data 
from users and further several techniques based on artificial 
intelligence, computer vision, deep learning, etc., are applied 
for analyzing the collected data (Gambhir, Malik and Kumar, 
2016) (Singh and Kumar, 2019) (Kaur and Kumar, 2021) 
(Kumar, et al., 2019) (Gambhir, et al., 2019). This data 
analysis can be beneficial for designing and developing 
the efficient and robust healthcare model as well as earlier 
intervention, prevention and optimal management of health 
services. Fig. 1 illustrates the few applications of IoT 
devices. It is analyzed that collected data are in huge amount 
and existing tools are not capable to process and interpret 
such massive data (Srivastava, Kumar and Singh, 2022). 
IoT with data analytics, edge computing and fog computing 
are capable to provide state of art solutions for many 
healthcare applications such as health monitoring, diagnosis 
and prediction of diseases, emergence services, resource 
allocation, and elderly care. The objective of data analytics 
is to investigate the information of patients considering the 
medical tests and complications. Such information can be 
used for proper management of the disease and medication.
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Further, the advance data management tools such as 
cloud computing, visualization can also facilitate to health 
organizations to develop platforms that can capture, 
store, and alter huge amount of data in effective manner. 
Other side, fog computing can be adopted in healthcare 
to get concise, precise and real time information for 
progressive improvements. Moreover, the incorporation of 
fog computing capabilities in the health-care application 
will improve the security as the resources will be close 
to users and this also helps to achieve minimum latency 
(Machine Learning, Big Data, and IoT for Medical 
Informatics - Google Scholar, no date). In turn, it can 
be beneficial to get earlier prediction and also enable 
essential and quick action for curing the critical disease 
patients. However, it provides the quick results, but has 
the challenge of complex data while at the same time it is 
required to provide precise results (Kumar, et al., 2018). 
Further, it is observed that several techniques have been 
considered for collecting the health-care data and it is 
acted in two ways:- (i) Get the data from input file and (ii) 
obtain the data from different IoMT devices (Kaur, Kumar 
and Kumar, 2019). It is noticed that more than 250 MB 
data/min is collected over the network (Satpathy, et al., 
2020). However, the traditional techniques are not capable 
to capture and process the massive amount of data. This 
problem can be override by utilizing the fog computing 
capabilities. Data are collected and aggregated using smart 
devices over the IoMT network and it can be stored and 
processed either cloud server or edge nodes. Hence, the 
proposed system suggests to combine the IoMT, cloud 
and fog computing. The suggested scheme is summarized 
below.

To design a heart disease diagnosis system based on the 
IoMT, cloud and fog computing technologies, called decision 
support system (DSS).

The relevant information regarding the heart disease are 
gathered using the IoMT devices including signal data.

Signal features such as entropy, peak amplitude, and 
energy and data features, that is, mean, skewness, and 
kurtosis are extracted for accurate diagnosis of heart disease.

The diagnostic task is accomplished through optimized 
deep forest cascade technique.

The performance of proposed DSS is validated through a 
set of well-defined performance parameters.

II. Related Works
Mishra, et al., (2021) came up with a health-care 

monitoring system utilizing IoHT for detecting the lung 
cancer risk. The data are collected through patients using 
IoHT devices. The relevant attributes for lung cancer is 
identified using greedy best first search (GBFS) technique. 
Further, the symptoms of lung cancer are detected using 
the random forest technique. Simulation results indicated 
that GBFS-RF system obtains superior results in terms of 
accuracy (98.8%) and latency (1.16s) compared to other 
models. The suggested model is more sustainable in terms of 
energy sensitive and reduced overhead.

Khamparia, et al. (2021) presented an effective system for 
skin cancer classification\detecting. The proposed scheme 
is integrated IoHT, deep and transfer learning techniques to 
provide accurate skin cancer detection. The relevant features 
are extracted using the VGG19, Inception V3, ResNet50, and 
SqueezeNet techniques in automatic manner. These features 
are giving to the fully connected convolutional neural network 
(CNN) to determine the skin as benign and malignant. 
Moreover, the proposed framework is integrated with IoHT 
devices for assisting the specialist remotely to diagnosis the 
skin cancer. The efficacy of proposed framework is assessed 
through recall, precision, and accuracy parameters. The 
results stated that the proposed framework provides 99.20% 
of accuracy rate for detecting the skin cancer.

Vellameeran and Brindha (2022) designed the heart disease 
diagnosis system based deep belief network and wearable IoT 
medical devices. In the proposed diagnosis system, wearable 
devices are employed to get the relevant data from patient 
regarding the heart disease. Several features are extracted 
from the collected data such as skewness, kurtosis, and 
peak amplitude. Further, a hybrid algorithm called PS-GWO 
algorithm is utilized for computing the more relevant features 
from the extracted set of features. These relevant features 
are fed to the modified DBN to diagnosis of heart disease. 
The hyper parameters of DBN are also optimized using the 
PS-GWO technique. The performance of the heart disease 
diagnosis system is examined over three scenarios using 
accuracy parameter. It is reported that proposed diagnosis 
system achieves 88.8%, 87.1% and 83.8% accuracy rate with 
scenario 1, scenario 2, and scenario 3, respectively.

Mansour, et al. (2021) considered the artificial intelligence 
technique and IoT for designing the disease diagnosis model 
to achieve smart healthcare. The proposed model is utilized 
for accurate detection of heart and diabetes diseases. The 
working of model is described using four stages such as 
data acquisition, preprocessing, classification, and parameter 
tuning. The different IoT devices are employed to acquire the 
relevant data. The outlier data are identified using isolation 
forest technique. The cascade long short-term memory 
(LSTM) technique is adopted to perform the classification 
task, while crow search algorithm is applied for tuning the 
weight and bias parameters of aforementioned technique. 
The results are evaluated using accuracy, sensitivity, and 
specificity parameters. It is analyzed that CSO-CLSTM 
model provides superior results than exiting models in terms 
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Fig. 1. Depicts the several applications of IoMT.
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of accuracy (96.16), sensitivity (96.38%), and specificity 
(94.30) rates.

Manogaran, et al. (2021) presented a smart healthcare 
system based on internet of things environment. The 
physiological symptoms of patients are collected through 
wearable devices and in turn, the collected data consists 
of heterogeneity. Hence, the aim of this work is to present 
the cognitive data processing technique for uncertainty 
analysis as well as enhancing the efficiency wearable sensor 
data management. The aggregation and dissemination 
uncertainties of sensor data are considered in this work and 
these are addressed through classification learning. Further, 
latency and overloaded interval are utilized for evaluating 
the simulation results and it is analyzed that the proposed 
cognitive method is more reliable and accurate for handling 
uncertainty of wearable sensor data.

Su, Ding and Chen (2021) presented the heart disease 
screening system based on deep learning and internet of 
things platform. The aim of this study is to measure the 
irregularities in context of heart and earlier detection of 
heart disease. This study considers the STM32 as IoMT 
controller and integrate it to IoT devices such as temperature 
sensor, pulse sensor, and sphygmomanometer cuff. Further, 
deep learning method is integrated into aforementioned 
architecture for detecting the heart irregularities and disease. 
The experiment results stated that proposed screening system 
is successfully detected the variation in heart signals.

Hossen, et al. (2022) developed the federated machine 
learning based model for detecting the skin disease as well 
as enhancing the security in IoMT environment. This work 
considers the CNN technique with federated learning for the 
detection of skin disease. The image augmentation technique 
is also adopted for enlarging the skin dataset and data privacy 
concern is addressed through federated learning. Further, 
the skin disease is divided into four classes such as acne, 
psoriasis, eczema, and rosacea with the help of dermatologist. 
The results are evaluated using precision, recall and accuracy. 
The accuracy rate of the proposed detection model is 81.21%, 
86.57%, 91.15%, and 94.15% using 1000, 1500, 2000, and 
2500 sample data.

Siddiqui, et al., designed an IoMT and cloud based 
intelligent prediction model for detection the breast cancer 
stages. The features are extracted from mammogram images 
using deep learning technique. The prediction of breast cancer 
and its stages is accomplished through two sub layer:- (i) 
Application layer and (ii) performance layer. The CNN 
technique is employed in application layer to classify the 
data. While, performance layer consists of parameter such as 
accuracy, precision, and miss rate. The training accuracy of 
the proposed model is 98.86%, while the validation accuracy 
of the model is 97.81%. It is also observed that proposed 
model considerably reduces the breast cancer mortality rate.

Ahmed, et al. (2021) demonstrated a health monitoring 
framework to predict and analyze the COVID-19. The 
proposed framework integrates the IoT platform and big 
data analytics. The big data analytics is adopted to perform 
descriptive, diagnostic, predictive, and prescriptive analysis 
for assessing the several symptoms of pandemic. The 

diagnosis and prediction task is achieved through neural 
network based technique. The results stated that neural 
network model obtains superior accuracy (99%) than other 
ML models.

Abdellatif, et al. (2021) considered the edge computing 
and Blockchain for processing the medical data, called 
MEdge-Chain. The objective of work is to design a health-
care system that aggregates the different health attributes 
under the national healthcare system which can enable 
swift, secure and storage of medical data. Further, the edge 
computing provides an automated patient monitoring system 
in remote manner as well as for critical medical emergence. 
The latency and computation cost of secure data exchange are 
handled through Blockchain technologies. It is summarized 
that proposed MEdge-Chain model is efficient model for data 
processing and achieved low latency.

Rhayem, et al. (2021) presented the patient monitoring 
system based on context aware, semantic information and 
internet of thing environment. The aim of this work is to 
describe the relationship among heterogeneous medical 
connected objects and its respective data. Further, SWRL 
rules are designed to interpret and manage the data into 
different contexts and these rules are also utilized for 
diagnosis and prediction of disease. The effectiveness of the 
monitoring system is evaluated using a case study based on 
gestational diabetes. The results are assessed using precision, 
recall and f-measure parameters. It is reported that proposed 
monitoring system obtains superior results than other models.

Dami and Yahaghizadeh (2021) predicted the 
cardiovascular event based on deep learning with respect 
to IoT environment. The deep belief network is utilized for 
extracting the relevant features from the collected dataset. 
The collected dataset contains the 5 min electrocardiogram 
(ECG) recording and demographic data. The time frequency 
features are extracted from the ECG signals. While, the 
demographic feature in context to heart is collected through 
wearable devices. The prediction task is executed using 
LSTM technique and predictive results are evaluated using 
various performance parameter, but accuracy is considered as 
more potential parameter. The performance of LSTM-DBN 
is compared with MLP, RF, support vector machine (SVM), 
and LR techniques and it’s observed that LSTM-DBM attains 
88.42% accuracy rate.

Madhavan, et al. (2021) demonstrated a Res-CovNet 
framework using IOHT and transfer learning for detection 
of COVID-19. This work considers the chest X-ray images 
for detection of COVID-19. The preprocessing task is 
accomplished through Res-CovNet, and the storage aspect 
is handled through MangoDB. The efficacy of proposed 
model is assessed over five thousand eight hundred fifty six 
images and simulation results are evaluated using accuracy 
parameter. It is noticed that proposed framework achieves 
96.2% of accuracy rate.

Alqaralleh, et al. (2021) integrated the deep learning 
(DL) technique with Blockchain to design secure image 
transmission and diagnosis model in IoMT environment. The 
proposed diagnosis model contains data collection, secure 
transaction, hash value encryption, and data classification. 
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The data are collected through smart sensor devices. 
For the secure transmission, an optimal key is generated 
using ECC and the combination of grasshopper and fruit 
fly optimization is utilized for generation of optimal key. 
The hash encryption is done through NIS with BWT and 
finally, DBN is considered for diagnosis of disease. The 
performance of the proposed diagnosis model is validated 
using specificity, sensitivity and accuracy parameters. It is 
analyzed that proposed model provides higher specificity 
(96.73%), sensitivity (97.91%), and accuracy (98.96%) than 
other compared models.

Aitzaouiat, et al. (2022) presented an intelligent platform 
based on WBN, IoT, and machine learning to predict the 
involuntary seizures. WBN and IoT devices are considered 
for collecting the data form the end users. The prediction 
task is completed through QuLRA, SeCA, and RT2CA. 
Moreover, IoT/WEB proxy security mechanism is adopted 
for secure transmission in between CoAP/DTLS protocol and 
hospital information system. The performance of proposed 
platform is evaluated using rand index and accuracy. Authors 
claimed that proposed platform outperforms than exiting 
models and techniques in context of secure communication 
and classification results.

Raju, et al. (2022) developed a smart heart disease 
prediction system using IoT and Fog computing 
environments. The proposed prediction system integrates 
the cascaded deep learning model for predictive task. 
The patient’s data are collected through IoT devices and 
optimized cascaded deep learning technique is utilized for 
prediction of heart disease. The hyper parameters of deep 
learning are optimized through galactic swarm optimization 
(GSO) technique. The performance of prediction system is 
evaluated using a set of well-defined performance parameters 
and it is found proposed heart disease prediction system 
obtains superior results with most of parameters as compared 
to similar existing models.

Ali, et al. (2021) designed a health-care monitoring 
framework to predict the abnormality. The proposed 
framework integrates the cloud computing and big data 
analytics to override the issues with traditional monitoring 
systems. The data analytics are performed using the 
ontology and Bi-LSTM, while cloud computing is utilized 
to store the data. Moreover, the dimensionality of data is 
reduced through information gain technique and aim of 
this process is to choose relevant features and improve 
the classification accuracy. The performance of proposed 
framework is investigated using blood pressure and diabetes 
prediction. The results showed that proposed framework 
effectively handles data heterogeneity and also enhances the 
classification accuracy of blood pressure and diabetes.

Kumar, Mandal and Kumar (2022) demonstrated the fog 
based framework for accurate prediction of diabetes disease 
using cloud environment. In this work, patient data are 
collected with the help of sensor in remote manner. Further, 
fog computing is utilized to collect and process the data end 
nodes, and also for immediate communication. The processed 
data are analyzed on the cloud layer using ANFIS-PSO-
WOA technique. The results showed that proposed model 

achieves more than 92% of accuracy rate than ANN, SVM, 
and ANFIS.

III. Proposed Model and Description
In present era, IoT and cloud computing having significant 

impact for several applications. The issues associated 
with cloud are effectively handled through centralized IoT 
based platform. These issues are described in terms of lack 
of scalability and indulge requirements. These emerging 
technologies are widely adopted to design intelligent 
frameworks for health-care data analysis, disease diagnosis, 
surveillance system, precision agriculture, etc. It is observed 
that large amount of data is generated in healthcare field. To 
process such massive data, new computing techniques such 
as edge and fog computing are best when the application 
requires low delay and energy efficient system. However, 
issues such as less accuracy and response time are to be 
considered. However, it is seen that integration of fog, cloud, 
IoT, and edge computing obtains superior computation, 
communication, and storage solutions. This integration 
also superior in terms of n/w bandwidth, privacy, mobility, 
latency, and security. It is also found that combination of 
fog and cloud computing can be considered for real time 
and latency sensitive applications. It is also observed that 
existing heart disease system suffered with higher response 
time, workloads, resource usages, and energy consumption. 
Hence, the target is to have an intelligent DSS for heart 
disease based on fog computing in combination with IoT. 
The IoT devices and gadgets are used for collecting the heart 
disease related data from the patients. Different sensors are 
assumed for gathering the patient data in terms of activity 
level, blood pressure, electroencephalography (EEG), oxygen 
level, electromyography (EMG), respiration rate, and ECG. 
Further, fog nodes are assumed to process the heart disease 
data with high computing and less response time, delay, and 
latency compared to cloud scenario. Moreover, the collected 
data are transferred through the gateway devices to the 
worker/broker node for heart disease diagnosis. It is also 
mentioned that ECG signals are considered to extract the 
features for diagnosis of the heart disease and these features 
are separately extracted and processed. The possible features 
that are extracted for heart disease diagnosis are standard 
deviation, entropy, heart rate, peak amplitude, zero crossing, 
skewness, mean, median, kutosis, and energy. Now, Fogbus 
is come into picture and having significant role for designing 
the DSS to heart disease diagnosis. Further, the preprocessed 
data is fed to the DSS and in DSS, deep forest cascading is 
implemented for the purpose of heart disease diagnosis. The 
deep forest technique predicts the data either heart disease or 
without heart disease while DSS will predict heart disease 
with maximum prediction accuracy. Fig. 2 depicts the 
proposed DSS for diagnosis of heart disease.

A. System Configuration
The proposed intelligent DSS can be described as light 

weight fog system that takes heart disease patients information 
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through sensors and smart devices. FogBus is integrated into 
the proposed DSS and task of FogBus is to diagnosis of 
heart disease affected patients. Moreover, the Fogbus can be 
adopted for combining the Fog and cloud environments and 
it is also deliberated for deployment as well as development. 
It also provides structured communications and platform 
independent. The structured communications can be described 
as dedicated links with sensor devices and smart gadgets 
and another significance is to send data and task to worker 
nodes of fog system. While, the broker nodes manage the task 
initiation and resources. A security manager is also considered 
to ensure the robustness and dependability of proposed 
environment through encryption and authentication. Further, 
FogBus considers the HTTP RESTful APIs to integrate and 
communicate with the cloud layer.

B. IoT
The proposed intelligent DSS integrates several hardware 

devices (sensors and smart gadgets) and application software 
for smooth communication and integration of edge, fog, and 
cloud to obtain superior results. The proposed DSS contains 
environmental sensor, medical sensors and activity sensors 
as hardware devices. Few of sensors are described as ECG 
sensors, EEG sensors, glucose level sensors, EMG sensors, 
temperature sensors, respiration rate sensors, oxygen level 
sensors, and EMG sensors. The data regarding the patient 
health are collected through aforementioned sensors and 
collected data are transmitted through connected devices.

Data collection
The working of proposed DSS is tested on gathered data. 

This data are collected through different internet medical 
of things devices. These are the smart gadgets that are 
connected with patients to get the desired data. The details of 
the aforementioned medical sensors are listed as below.
•	 Glucose Sensor: This sensor measures the blood glucose 

level of the patients and can be significant one to manage 
the diabetes as monitoring of the glucose level is one of 
crucial activity to predict the heart disease. It is noticed that 
people with diabetes having higher chance for developing 
heart disease rather than people without diabetes.

•	 Respiration Sensor: The respiration sensor can be described 
through standard pulse oximeters and can be adopted for 
monitoring of respiratory rate. The outcome of respiration 
sensor can be defined in terms of flow rate in hundred per 
minute and it is important parameter to compute heart rate 
variability.

•	 Temperature sensor: Used to determine patient body 
temperature. The increased sensed temperature can also 
increase the heart beat rate. Hence, it is important to measure 
the temperature for diagnosis of heart disease.

•	 Oximeter: Used to measure the oxygen level in blood. 
Decrement in oxygen saturation level is related to faster 
heart rate and in turn variability in plus rate.

•	 EMG Sensor: It is used to evaluate and record the electrical 
signal resulted by skeletal muscles and adopted in clinical 
and biomedical applications. This sensor also determines 

Fig. 2. Demonstrates the proposed decision support system for heart disease diagnosis.
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relationship among nerve cells and muscles in terms of 
health status. The range of the EMG signal is in between 
0.1 and 0.5 mV.

•	 EEG Sensor: This sensor records the electrical signals of the 
brain. It is described in terms of waveform which reflects 
the cortical electrical activity.

•	 ECG Sensors: This sensor is utilized to determine the 
relationship among heart rate and rhythm.

Feature extraction
In this work, features are extracted from the signal as well 

as collected data for accurate prediction and diagnosis of 
heart disease.
Feature extraction form signal

This subsection presents the features that are extracted 
from the ECG signals for the purpose of heart disease 
diagnosis. Signals fed to feature extraction phase. In turn, 
several features are extracted which are listed in Table I. 
Through this process, redundant data is also reduced from 
the dataset and prediction process becomes more generalized.
Feature extraction form data

This subsection discusses the spectral features that are 
also extracted from the collected data for effective prediction 
and diagnosis of heart disease. These features are defined as 
mean, median, G-mean, standard deviation (SD), skewness, 
and kurtosis. The aim of these features is to minimize the 
resources for processing of data without loss of relevant 

information. Further, the problem of over fitting of data is 
also resolved. Table II shows the spectral features extracted 
for heart disease.

C. Fog Computing
This subsection discusses the working of the fog nodes. 

In this work, the IoT devices can be severed as fog devices. 
These nodes process the collected data. It is conveyed that 
fog computing is implemented through FogBus and it 
contains several nodes such as worker, broker, and cloud 
data centers. The broker nodes receive the collected data 
from the gateway devices. It is also stated that prior to send 
the data, gateway devices send the job requests to the input 
module and the security module is responsible to transfer the 
data with secure communication to avoid data tempering and 
unauthorized access. In turn, system credibility and integrity 
can be improved. Further, it is said that arbitration module 
is one of the significant element of the resource scheduling 
especially the broker that computes the status of the load at 
the worker side in terms of input. It also identifies the subset 
of nodes that can perform the real time task. Moreover, 
the task can be allocated by worker node with the help of 
resource manager of broker node. However, these nodes 
can be characterized as stand-alone system and embedded 
devices that consist of deep forest cascading technique to 
analyze and process the input data and obtain the results. The 
main functions of worker node are summarized as filtering, 
preprocessing, data storage and analytics. To accomplish 
aforementioned task, data could be taken by the worker 
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node from gateway nodes. The third part of the proposed 
DSS is cloud layer. It can be effectively used for processing 
of data and storage. If, size of data is higher than average, 
then latency can be increased and in turn fog layer will be 
overloaded. Hence, it is suggested that relevant features can 
be extracted from the data using efficient feature extraction 
algorithm and final decision can be taken on the basis of 
relevant features. The resource-manger consists of two 
main elements: Workload and arbitration module. Workload 
manager is designed to handle and process huge data. While 
arbitration module is responsible to schedule the fog and 
cloud resources as well as queued tasks processing and this 
module is integrated within broker node.

D. Deep Forest Cascade Technique
Finally, deep forest cascade technique is employed on the 

extracted dataset to obtain the desired outcome for prediction 
of heart disease. The prediction task is accomplished through 
resource manager as it is responsible to receive the data from 
gateway devices and task distribution to fog nodes. The final 
outcome can be recognized either heart disease or not. The 
deep forest is a new ensemble technique which consists of 
cascade structure. It is also reported that cascade structure 
contains more appropriate features than other techniques 
(Zhou and Feng, 2019) (Zhou and Feng, 2017). Further, it is 
two-step process:- (i) Multi-grained scanning and (ii) cascade 
forest. The high dimensional features are extracted using 
multi grained scanning while classification and prediction 
task are completed through cascade structure and it contains 
several forests with multiple trees. The selection of root node 
is done through Gini index method and it is calculated for 
each feature. Further, these features are arranged according 
the Gini index value and feature with lowest Gini index 
become root node. Final, tree is created on the basis of 
Gini Index. The computational procedure for computing the 
respective class of data is mentioned in Fig. 3.

Both scanning and cascade structure are utilized in this 
work. The relevant feature for classification are chosen using 
scanning procedure, while classification and prediction task 
is conducted using cascade structure. The cascade structure 
contains four forest with four random tree and further, fifty 
trees are considered in each forest. The parameters values 
are taken same as presented in (Kumar, Mandal and Kumar, 
2022) (Zhou and Feng, 2019). The working of cascade 
structure is demonstrated in Fig. 4. The features are given 

as input to cascade structure and input features are parsed 
through cascade structure. This parsed input is moved from 
1st level to nth level. At each level, parsed input (previous 
output) is integrated with input data to produce optimal 
solutions. This process is continuing until cannot reach nth 
level. The class label is determined using the nth level. It 
is also seen that deep forest occurs less sensitivity to input 
parameters. The computational procedure of deep forest is 
listed in Algorithm 1.

IV. Experimental Results
The suggested system is implemented in Python 

environment Intel core-i7 processor, RAM 8 GB, and 64-bit 
Windows OS. The different scenarios such as training-testing 
and cross validation are considered for evaluating the system. 
Simulation results of the suggested system are compared with 
recurrent neural network (RNN) (Choi, et al., 2017), CNN 
(Maragatham and Devi, 2019), LSTM (Dutta, et al., 2020), 
SVM (Ayon, Islam and Hossain, 2020), NN (Balakrishnan 
and Kumar, 2021), and RT (Balakrishnan and Kumar, 2021).

A. Performance Analysis and Discussion
The results are evaluated using the four different evaluation 

methods such as training-testing (70–30%), training-testing 
(80–20%), 5 cross-fold evaluation method, and 10 cross-fold 
evaluation method. Table I shows the experimental results 
according to accuracy and F1-score. It is clearly indicated 

Fig. 3. Computational procedure for computing the class of data.

Algorithm 1: Proposed Deep Forest Technique

Input: Heart Disease Dataset (DA), No. of Level (LE), No. of Forests (FO), 
Number of trees (TN).
Output: Either Heart Disease or Not Heart Disease 
1. Initialize no. of forests, No. of trees (TN), No. of dimension in dataset 

(DIM), training data (TR) and In_Res.=0; 
2. For i=1 to LE, do following/Start Training Phase
3. For j=1 to TR, do following
4. For k=1 to FO, do following
5. Construct decision tree for TR using DIM relevant features of heart 

disease (DA) and Init_Res.
6. Pick the optimal spilt node based on Gini Index.
7. Design tree at depth level (d).
8. Create TN number of tree for forest.
9. Endfor 
10. Endfor 
11. Endfor 
12. For i=1 to L, do following/Start Testing Phase
13. For j=1 to N, do following
14. For k=1 to F, do following
15. Create decision tree for test data based on DIM relevant features 

using heart dataset (DA) and Init_Res.
16. Pick optimal spilt node based on Gini Index.
17. Design tree at depth level (d).
18. Construct TN number of tree for forest.
19. Endfor
20. Endfor
21. Endfor
22. Evaluate the class of heart data based on ensemble of decision trees.
23. Compute the efficiency of algorithm using performance parameters
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that the suggested system has superior accuracy (95.64%) and 
F1-score (96.95%) rates using 10 cross fold method when 
compared to other schemes. Similarly, it is noticed that ANN 
exhibits less accurate results, that is, 88.08% and 91.92%, 
among all other techniques. On the analysis of evaluation 
methods, it is observed that 10-cross fold method having 
advantage over training-testing (70–30%), training-testing 
(80–20%), and 5 cross fold evaluation method. The results 
showed that proposed DSS achieves 95.64% and 96.95% 
of accuracy and F1-score rates, while F1-score accuracy 
rates with training-testing were (70–30%), training-testing 
(80–20%), and 5 cross fold evaluation method are (90.45% 
and 91.56%), (92.56% and 93.21), and (94.17 and 94.53), 
respectively. Similar, in case of ANN, the best performance 
is achieved using 10 cross fold method, that is, 88.08% 
(accuracy) and 91.92% (F1-score), while, the performance 
with training-testing (70–30%), training-testing (80–20%), 
and 5 cross fold evaluation method are (82.64% and 
84.37%), (86.05% and 88.11%), and (87.15% and 90.46%). 
Hence, it is summarized that 10 cross fold validation method 
is significant evaluation method for the suggested system. 
The proposed DSS and other techniques obtain less accurate 
with training-testing (70–30%) method for diagnosis pf 
heart disease. However, proposed DSS also obtains better 
results than other techniques for heart disease diagnosis with 
training-testing (70–30%) evaluation method.

Table II shows the specificity and sensitivity results of 
the suggested model. It is analyzed that proposed DSS 
attains better sensitivity, that is, 96.39% and specificity, that 
is, 97.52% in comparison to other techniques. While, the 
performance of ANN technique is not so good in terms of 
sensitivity (92.24%) and specificity (91.60%) as compared 
other techniques like RT, SVM, RNN, LSTM and CNN. On 
analyzing the evaluation methods, it is found that 10 cross-
fold technique improve the efficiency of the suggested system 
when compared to training-testing (70–30%), training-testing 
(80–20%), and 5 cross fold evaluation methods. While, 
training-testing (70–30%) method exhibits lower performance 
among all four evaluation methods. Similarly, it is noticed 
that ANN exhibits less accurate results i.e. 88.08% and 
91.92%, among all other techniques. In addition, it is noticed 
that 10 cross-fold technique has superiority over training-
testing (70–30%), training-testing (80–20%), and 5 cross fold 

evaluation method. The results showed that proposed DSS 
provides 96.39% and 97.52% of sensitivity and specificity 
rates. Other side, training-testing (70–30%), training-testing 
(80–20%), and 5 cross fold evaluation method achieves 
(91.27% and 92.14%), (93.08% and 93.87%), and (94.56% 
and 95.31%) sensitivity and specificity rates using proposed 
DSS for heart disease diagnosis. Similarly, ANN obtains 
the best results using 10 cross fold method, that is, 92.24% 
of sensitivity and 91.60% of specificity rate, while with 
training-testing (70–30%), training-testing (80–20%), and 
5 cross fold evaluation method ANN achieve (83.91% and 
84.67%), (87.76% and 88.91%), and (89.29% and 90.17%) of 
specificity and sensitivity rates. It is shown that the suggested 
system hit significantly superior results than all other 
techniques using all aforementioned evaluation methods. 
Other side, ANN technique having less accurate results for 
diagnosis of heart disease using all evaluation methods. It 
is also noted that among all evaluation methods, training-
testing (70–30%) method obtains less accurate results using 
all techniques.

Fig. 5 demonstrates the comparative analysis of accuracy 
parameter of proposed DSS and other techniques using 
all evaluation methods such as training-testing (70–30%), 
training-testing (80–20%), 5 cross-fold, and 10 cross-fold. 
The suggested system has higher accuracy rate using all 
evaluation methods and predicts the heart disease more 
accurately than other models. In addition, it was noticed 
that ANN having less accuracy rate among all techniques 
including proposed DSS for diagnosis of heart disease. In 
deep learning variants RNN, LSTM, and CNN, the CNN 
model achieves higher accuracy rate among all and also 
outperform than rest of techniques except proposed DSS.

Table III shows the DSS system accuracy simulation 
results when they are compared to other techniques while 
Table IV shows the simulation results of specificity and 
sensitivity of the proposed DSS system and other existing 
models for heart disease prediction. F1-score and sensitivity 
results of proposed DSS and other techniques for diagnosis 
of heart disease are reported into Figs. 6 to 8 using all 
evaluation methods. Fig. 6 shows that the suggested system 
having higher F1-score when compared to other models, 
while ANN technique having lower F1-score rate among 
all techniques using all evaluation model. In addition, the 

Fig. 4. Cascade forest structure using four forest.
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10-cross evaluation produces considerably better outputs 
with all techniques including proposed DSS for heart 

disease diagnosis. Fig. 8 shows the sensitivity results of the 
suggested system. Again, proposed DSS achieves superior 

Fig. 7. Comparative analysis of different evaluation methods using 
sensitivity parameter.

Fig. 8. Comparative analysis of different evaluation methods using 
specificity parameter.

Fig. 6. Comparative analysis of different evaluation methods using F1-
score parameter.

TABLE III
The DSS System Accuracy Simulation Results Compared to other Techniques

Techniques Training-Testing (70–30%) Training-Testing (80–20%) 5 Cross Fold Validation 10 Cross Fold Validation

Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score
ANN 82.64 84.37 86.05 88.11 87.15 90.46 88.08 91.92
RT 84.51 85.57 87.34 88.53 88.41 91.23 89.44 92.73
SVM 85.74 87.58 88.2 89.24 89.54 92.11 90.34 93.34
RNN 86.93 87.95 89.41 90.76 90.83 92.76 91.58 94.17
LSTM 88.11 90.34 90.67 91.03 92.33 93.67 93.22 95.33
CNN 88.34 91.26 91.07 91.75 93.24 94.01 94.68 96.32
Proposed DSS 90.45 91.56 92.56 93.21 94.17 94.53 95.64 96.95
ANN: Artificial neural network, SVM: Support vector machine, RNN: Recurrent neural network, LSTM: Long short-term memory, CNN: Convolutional neural network, DSS: Decision 
support system

TABLE IV
Simulation Results of Specificity and Sensitivity Proposed DSS and other Exiting Models/Techniques for Heart Disease Prediction

Techniques Training-Testing (70–30%) Training-Testing (80–20%) 5 Cross fold validation 10 Cross fold validation

Sens. Spec. Sens. Spec. Sens. Spec. Sens. Spec.
ANN 83.91 84.67 87.76 88.91 89.79 90.17 92.24 91.6
RT 84.98 86.32 88.01 88.96 89.63 90.74 91.81 93.68
SVM 87.14 88.23 88.79 89.91 90.81 91.06 92.24 94.46
RNN 87.36 88.21 90.48 91.11 91.54 91.84 92.97 95.41
LSTM 89.71 91.02 91.53 91.89 92.78 93.12 94.8 95.86
CNN 90.08 91.77 91.38 92.54 93.41 94.04 95.8 96.84
Proposed DSS 91.27 92.14 93.08 93.87 94.56 95.31 96.39 97.52
ANN: Artificial neural network, SVM: Support vector machine, RNN: Recurrent neural network, LSTM: Long short-term memory, CNN: Convolutional neural network, DSS: Decision 
support system

Fig. 5. Comparative analysis of different evaluation methods using 
accuracy parameter.
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Fig. 9. The area under the curve results proposed decision support system 
for prediction of heart disease.

results for heart disease diagnosis than other techniques using 
all evaluation methods. It is also observed that RT technique 
having less accurate sensitive\ results using 5 cross fold 
and 10 cross fold evaluation methods, while ANN provides 
lower sensitivity results using training-testing (70–30%) 
and training-testing (80–20%) evaluation methods. Fig. 8 
illustrates the specificity results of the proposed DSS and 
other technique using all evaluation methods. It is analyzed 
that proposed DSS outperforms than other techniques and 
provides higher specificity with each evaluation method. 
Other side, ANN shows less accurate performance in terms 
of specificity rate among rest of techniques using each 
evaluation. In addition, the 10 cross-fold evaluation is 
significant for evaluating the performance of the proposed 
DSS and other techniques. It is also observed that the 
performance of all techniques is substantially enhanced using 
10 cross-fold method as compared to training-testing (70–
30%), training-testing (80–20%) and 5 cross fold method.

Area under the curve (AUC) is also an important parameter 
for predicting the performance of the newly proposed models 
for diagnosis of diseases. This work also considers the AUC 
parameter for the evaluating purpose. AUC results of the 
proposed DSS are illustrated into Fig. 9. The AUC parameter 
result is described through relationship between TPR and 
FPR. The suggested model obtains significant AUC results 

in earlier iterations. Fig. 10 demonstrates the AUC results 
compared to other models. The suggested system obtains 
superior AUC values compared to all other models. It is 
also stated that proposed DSS converges on optimized AUC 
results in earlier iteration than other techniques.

V. Conclusion
The proposed DSS is the combination of IMOT, edge, 
fog, and cloud computing technologies. Data are collected 
through different IMOT devices regarding the health status 
of heart. The signal data are also collected to evaluate the 
condition of heart and different features such as harmonic 
distortion, entropy, peak amplitude, SD, and heart rate are 
extracted from the signal data. Apart from above, some 
features such as mean, median, G-mean, SD, skewness, and 
kurtosis are also considered from the collected for accurate 
diagnosis of heart disease. Finally, data are fed to deep 
forest cascade structure for the purpose of heart disease 
prediction. In turn, the efficacy of the suggested system is 
evaluated using F1-score, accuracy, specificity, sensitivity, 
and AUC parameters. Further, different evaluation methods 
such as training-testing (70–30%), training-testing (80–
20%), 5 cross-fold, and 10 cross-fold are utilized for 
the purpose of evaluating. Intensive experiments were 
conducted for the purpose of evaluation, the results was that 
the suggested system showed superiority in terms of the all 
above-mentioned parameters. AUC parameter is used for 
evaluation too, the suggested system having better AUC than 
RT, SVM, ANN, LSTM, RNN, and CNN. It is observed that 
proposed DSS with 10 cross-fold validation obtains higher 
accurate results than training testing (70–30%), training-
testing (80–20%), and 5 cross fold method. Hence, it can be 
concluded that proposed DSS with IoMT, cloud, edge, and 
fog computing attains considerably better performance than 
existing models. In future, the proposed system can integrate 
feature selection techniques, learning strategy, and meta-
heuristic algorithm for better classification and predictive 
accuracy for heart disease diagnosis.
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Abstract—The progress of network and multimedia technologies 
has been phenomenal during the previous two decades. Unauthorized 
users will be able to copy, retransmit, modify reproduction, and 
upload the contents more easily as a result of this innovation. 
Malicious attackers are quite concerned about the development and 
widespread use of digital video. Digital watermarking technology 
gives solutions to the aforementioned problems. Watermarking 
methods can alleviate these issues by embedding a secret watermark 
in the original host data, allowing the genuine user or file owner 
to identify any manipulation. In this study, lots of papers have 
been analyzed and studied carefully, in the period 2011–2022. The 
historical basis of the subject should not be forgotten so studying old 
research will give a clear idea of the topic. To aid future researchers 
in this subject, we give a review of fragile watermarking approaches 
and some related papers presented in recent years. This paper 
presents a comparison of many relevant works in this field based 
on some of the outcomes and improvements gained in these studies, 
which focuses on the common characteristics that increase the effect 
of watermarking techniques such as invisibility, tamper detection, 
recovery, and security.

Index Terms—Fragile watermarking, Video watermarking, 
Tamper detection, Security, Invisibility.

I. Introduction
Digital videos, such as online movies, network TVs, and 
mobile videos, are becoming increasingly common due to 
the rapid growth of the internet and multimedia technologies 
(Yu, Wang and Zhou, 2018). Protecting the copyright 
ownership of original videos, as well as authenticating 
original works’ material has become a pressing concern. As 
an effective technique to handle the problem of copyright 
protection and multimedia content authentication, digital 

watermarking technology has become a study topic in the 
field of information security (Li, et al., 2020a).

Due to the availability of video content and modern 
video editing tools on the internet, however, accessing and 
manipulating video content has become a simple operation, 
compromising the process of authentication and copyright 
protection. As a result, it is more important than ever to 
create solutions that can protect copyrights, identify, and 
locate video modification (Elrowayati, et al., 2020). In most 
circumstances, a video editor is used to edit or change a 
digital video while a video that has been edited is no longer 
authentic. To solve this problem, additional information is 
added to this media to ensure authentication and copyright 
protection (Rahma, et al., 2016). The primary purpose 
of fragile watermarking is to determine whether or not 
the video has been tampered with by unauthorized users. 
Whenever the video has been altered, the algorithm should 
be capable to find the alteration place on the frames (Munir 
and Harlili, 2020).

Most watermarking systems are either robust or fragile, 
robust watermarking is for copyright protection and 
authentication while fragile watermarking is to detect 
modification (El Gamal, et al., 2013).

Intraframe and interframe tampering is the two forms of 
tampering. The insertion or removal of material within the 
frame is referred to as intraframe manipulation. Adding more 
frames, removing frames, changing the frame sequence, 
altering frames, and so on are all examples of interframe 
manipulation (Patil and Metkar, 2015).

Fragile watermarking may be classified into two kinds 
based on its purposes: Fragile watermarking for retrieving 
the original data (recovery) and fragile watermarking for 
manipulation detection capabilities. The tamper detection 
fragile watermarking can only detect and locate tampered 
zone, but it cannot recover the changed frame. Image 
recovery for tampered areas is essential in several instances 
(Wang, et al., 2018b).

The rest of this paper is organized as follows. Section II 
explains video watermarking and common types according 
to domains, cover media, and perception. In Section III, 
fragile watermarking has been presented as the core of this 
paper. In Section IV, the related works have been described; 

ARO-The Scientific Journal of Koya University 
Vol. XI, No. 1 (2023), Article ID: ARO.11113. 6 pages 
DOI: 10.14500/aro.11113 
Received: 15 November 2022; Accepted: 25 March 2023 
Regular research paper: Published: 03 April 2023 
Corresponding author’s e-mail: yasmin.a@sc.uobaghdad.edu.iq  
Copyright © 2023 Yasmin A. Hassan and Abdul Monem S. Rahma. 
This is an open access article distributed under the Creative 
Commons Attribution License.



ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X 

100 http://dx.doi.org/10.14500/aro.11113

Section V, summarizes the characteristics of the effective 
fragile watermarks, in Section VI presents conclusions of 
this work.

II. Video Watermarking
Video watermarking is a relatively recent technology 

that has been proposed to address the issue of unauthorized 
digital video alteration and dissemination. Watermarking in 
videos embeds data for identification, intellectual property, 
and copyright protection (Hassan and Abbas, 2018).

Fragile, robust, and semi-fragile watermarks are the three 
most common types of video watermarks
A. Fragile watermarking technique is employed to validate 

integrity authentication in the video when it is modified 
or tampered with high transparency and huge watermark 
capacities (Agarwal and Husain, 2021).

B. Robust watermarking must withstand the majority of typical 
video processing operations, such as recompression and 
filtering, and may come at the expense of transparency and 
watermark capacity. It is mostly used to protect copyright.

A. Semi-fragile watermarking is unaffected by conventional video 
processing procedures, but it is vulnerable to malicious assaults, 
making it ideal for tamper detection (Zhou, et al., 2022).

The digital watermarking systems may be further divided 
into spatial domain watermarking and transform domain 
watermarking based on the embedding domain as mentioned 
in Fig. 1 (Wang, et al., 2018a).

The watermarked message is inserted into the host image 
by directly modifying its pixel values in the spatial domain. 
The least significant bit (LSB) watermarking strategy is the 
most used method in the spatial domain.

For every potential alteration on the host frame, this 
embedding approach has a high level of fragility. It has 
been extensively employed for picture authentication and 
recovery due to its simplicity (Begum and Uddin, 2020). 
In the transform domain, the watermark is concealed in 
the host image through modulating transform domain 
coefficients (Yu, Wang and Zhou, 2019). The discrete cosine 

transform (DCT), discrete wavelet transform (DWT), and 
singular value decomposition (SVD) are the most often 
utilized transformations (SVD). The robust and semi-fragile 
watermarking procedures are frequently conducted in the 
transform domain to ensure improved resilience against 
alterations (Wang, et al., 2018b)

III. Fragile Watermarking

Fragile watermarking is a type of watermarking that allows for 
precise authentication [5]. Watermarks are embedded in files that 
may be verified to see whether they are the same watermarked 
file. Fragile watermarking is rarely used in everyday situations 
since any modification made to the file, whether on purpose 
or by mistake, will be considered a new file (Gutub, 2022). 
Fragile watermarking has a few specific applications, such as 
checking for tampering or changes to works-in-progress. Fragile 
watermarking has a few specific applications, such as checking 
for tampering or changes to works-in-progress, even if it was 
just due to noise (Akhtar et al., 2022). 

A fragile watermark includes three elements: watermark 
insertion, tamper detection, and tamper localization
•	 Watermark insertion is a process that editing a secret key to 

the original picture before it is spread. For a peripheral user, 
the watermarked image is nearly identical to the original 
image.

•	 Tamper detection is mainly based on statistical processes 
and it can be verified on a sample image that has been 
appropriately analyzed by measuring the true positive (TP) 
and false positive (FP) rates on the altered image, which 
are calculated by dividing the number of pixels detected 
as tampered by the number of pixels that have been really 
tampered.

•	 Tamper localization identifies the image’s altered parts. As 
a result of the tamper localization technique, a two-level 
image exhibiting the ground of the modified areas can be 
generated (Di Martino and Sessa, 2012).

Watermarking

Based on
Watermark Domain

Spatial
Domain

Frequency
Domain

Based on Type
of Cover Media

Text Audio Image Video

Based on
Humman

Perception

Visible Invisible

Robust Semi-
FragileFragile

Fig. 1. General block diagram of watermarking.
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IV. Related Work
Fragile Watermarking for digital video has been a popular 

research topic. Commercial software has recently made it 
quite easy to change digital video, increasing the need to 
verify video material authenticity (Makhrib and Karim, 
2022). In this study, the most common techniques for fragile 
watermarking have been collected to solve the current 
problems mentioned above. The search was done in Google 
scholar, research gate, and Google as a big library to us and 
takes only initial results of searching in time 2011–2022.
•	 Zhi-yu and Xiang-hong (2011) provide a fragile 

watermarking-based technique for color video integrity 
authentication. The RGB color mode is converted to YST, 
which is used to insert watermarking into the original video. 
The simulation results demonstrate that the technique is 
capable of maintaining video quality while also detecting 
tampering and attacks on the source material.

•	 El Gamal, et al. (2013) present a method of video 
watermarking (fragile) capable of detecting tampering 
in spatial domains. A mathematical method is used to 
incorporate the watermark bits for each block independently. 
The suggested technique successfully detects a large variety 
of tampering threats with a high detection rate at a low 
computation cost.

•	 Patil and Metkar (2015) designed a technique of fragile 
video watermarking to determine the tampered area. The 
watermark is generated from block numbers and frame 
numbers that are inserted into the frame as a watermark in 
the frequency domain. This method is really sensitive to 
changes, has a high capacity and transparency, and can also 
notice manipulation.

•	 Ait Sadi, et al. (2017) offer a technique for ensuring the 
integrity of the H.264/AVC video stream employing separate 
authentication of each Group of Pictures (GOPs) inside 
the video based on a content fragile video watermarking 
mechanism. While keeping the original bitrate and 
perceptual quality, the suggested approach delivers an 
accurate authentication mechanism with great fragility and 
fidelity. Its ability to detect tampered frames in the case of 
spatial, temporal, and color changes has also been shown.

•	 Bhattacharya and Palit (2018) provide a method for 
reducing the reference strategy by combining robust picture 
characteristics with fragile watermarking approaches. The 
technique does not require any other data other than the 
input image. The watermark is built from the picture to be 
sent using robust image characteristics and then placed as 
a fragile watermark in the image itself.

•	 Munir (2019) provides a spatial domain fragile watermarking 
technique for ensuring the integrity of video digital material. 
To boost security, the watermark is encrypted before 
embedding by XOR-ing it with a random image. A chaotic 
map, such as the Arnold Cat Map, is used to produce a 
random picture. The algorithm can recognize and pinpoint 
the changed region of video frames quite effectively, 
according to the results of the experiments.

•	 Munir and Harlili (2019) suggest a fragile video watermarking 
technique based on chaos is suggested in the spatial domain. 

The watermark is a binary picture of the same size as the 
video frame size. To boost security, the watermark is coded 
using an XOR operation with a random picture before 
inserting. A cross-Coupled Chaotic Random Bit Generator 
(CCCBG) is used to create the random picture. The 
encrypted watermark is inserted into every RGB element 
of each frame.

•	 Hammami, et al. (2020b) offer a new semi-fragile frequency 
domain watermarking approach for surveillance video 
authentication. The system begins by producing a binary 
watermark using a unique watermark generation method. 
Regions of Interest (ROI) are recognized and employed 
as watermark holders throughout the embedding process. 
SVD and discrete wavelet transform (DWT) are used to 
decompose these areas into distinct frequency sub-bands.

•	 Li, et al. (2020a) present a semi-fragile video watermarking 
technique that can accomplish frame attack and video 
tamper detection at the same time performed by adding 
authentication code based on the numerical interaction of 
the DCT coefficients and the frame number as the watermark 
information.

•	 Munir and Harlili (2020) based on the chaotic map, a 
weak video watermarking was presented. The watermark 
is encrypted, watermark has been applied using an XOR 
operation with a random picture to boost security. “Cross-
Coupled Chaotic Random Bit Generator is used to create 
the random picture (CCCBG)”. Every RGB element of each 
frame contains the coded watermark.

•	 Aminuddin and Ernawan (2022) present a color image 
authentication based on blind fragile image watermarking for 
tamper detection and self-recovery. The proposed technique 
utilizes an LSB shifting algorithm that can decrease the 
pixel intensity variation between the cover and watermarked 
images.

Table I present a comparison of previous works in this 
field including the used technique, used metrics main 
achievement that researchers accomplish in their papers with 
the limitations, and the accessed results concerning PSNR 
for the period (2011–2022). As a result of this comparison, 
the most used technique for fragile watermarking is the 
least significant bit (LSB). It is fast and easy to apply 
and does not consume much time compared to the use of 
transform algorithms but it is easy to crack, therefore, fragile 
watermarking with LSB is used for tamper detection in real-
time video in addition to robust watermarking to obtain an 
efficient and secured system.

V. Characteristics of an Effective Fragile Watermark
Based on the purpose of the watermarking algorithm, 

there are several features used to evaluate the efficiency of a 
fragile watermarking method.
A. Perceptibility: The inserted watermark should be completely 

invisible. It must be hard to notice it through human vision, 
and it should not affect the regular operation of the host 
image. In general, the stronger the watermark’s security, 
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TABLE II
A Comparison of Different Watermarking Techniques with the Most Common Factors

References Used technique Transform Size of 
block

Watermark 
type

Invisibility Tamper detection Recovery Robustness

Zhi-yu and Xiang-hong, 
2011

Frequency domain YST and DCT 4×4 Fragile Yes Yes No Yes*

Zigomitros, Papageorgiou 
and Patsakis, 2012

Watermar-king in social 
network

No transform Robust and 
semi-fragile

NM Yes NM Yes

El Gamal, et al., 2013 Spatial domain, 
modulation

No transform B×B Fragile Yes Yes Yes Yes

Patil and Metkar, 2015 Frequency domain DCT 8×8 Fragile Yes Yes No No
Bhattacharya and Palit, 
2018

Frequency domain SVD Fragile NM NM NM Yes

Ait Sadi, et al., 2017 Motion vector DCT Fragile NM Yes No Yes
Wang, et al., 2018b Spatial domain and 

frequency domain
NM NM Fragile Yes Yes* Yes* Yes

Munir, 2019 Spatial domain and 
Arnold Cat Map

DCT Fragile NM Yes Yes Yes

Rakhmawati, Wirawan 
and Suwadi, 2019

Frequency domain DCT, DWT, 
DCT-DWT

8×8 Fragile NM Yes Yes Yes

Li, et al., 2020a Frequency domain DCT 4×4 Semi-fragile Yes Yes No No
Munir and Harlili, 2020 Spatial domain based on 

chaos and cross-coupled 
chaotic random bit 
generator

No transform Fragile NM Yes Yes Yes*

Hammami, Ben Hamida 
and Ben Amar, 2021

ROI, and QR SVD and DWT Semi- fragile Yes Yes NM Yes

Makhrib and Karim, 2022 Modified LBP, LSB No transform Fragile Yes* Yes NM NM
Al-Otum and Ellubani, 
2022

LSB DWT Robust and 
fragile

Yes Yes Yes Yes

Shukla, et al., 2022 LSB No transform Fragile NM Yes No Yes
Aminuddin and Ernawan, 
2022

LSB No transform 2×2 Fragile Yes* Yes Yes Yes

*Intentional effect. NM: Not mentioned, DCT: Discrete cosine transform, DWT: Discrete wavelet transform, LSB: Least significant bit, SVD: Singular value decomposition

TABLE I
A Comparison Based on Previous Relevant Works

References Technique Evaluation metrics Achievements Limitations Results (PSNR)
Zhi-yu and 
Xiang-hong, 
2011

YST color mode and 
DCT

PSNR Good security after encryption, effective 
detection of video attacks, and localizing the 
position of tampering.

No recovery. *33.64
**19.1

El Gamal, et al., 
2013

Spatial domain, 
block mean, and 
modulation factor.

PSNR a minimal cost of computing and a high rate 
of detection against a variety of tampering 
attempts

Not all frames with 
watermarks can fully 
retrieve the watermark that 
is inserted.

*55.5
**49.2

Patil and 
Metkar, 2015

LSB and DCT PSNR, SSIM high capacity and transparency, and smaller 
video distortion.

not robust against 
compression.

*38.2
**19.4

Ait Sadi, et al., 
2017

DCT PSNR, SSIM, 
and video quality 
metric 

The system is sensitive enough to identify 
altered spatial, temporal, and color frames 
that are tampered with in videos.

To find the altered frames, 
the algorithm needs extra 
time.

*40.05
**34.91

Munir, 2019 Arnold Cat Map NM The algorithm does a great job of locating 
and detecting changed areas in video 
frames.

Don’t use transform domain 
and compression.

NM

Hammami, 
et al., 2020a

DWT and SVD PSNR and BER It effectively distinguishes between harmful 
and normal actions.

No recovery *73.42
**48.74

Li, et al., 2020b DCT PSNR The technique displays high resilience, as 
the embedded watermarked video’s visual 
quality is almost unaffected.

NM *38.1
**33

Aminuddin and 
Ernawan, 2022

LSB PSNR and SSIM More security due to using two LSB for 
embedding watermark

The proposed scheme 
consumes a large time.

*43.63
**22.39

Makhrib and 
Karim, 2022

Modified LBP, LSB PSNR and MSE The suggested method provides improved 
robustness, greater imperceptibility, and 
good invisibility.

NM *54.42

Al-Otum and 
Ellubani, 2022

DWT and LSB PSNR and SSIM Good security and effective self-restoration 
and tamper detection for color images

Consume more time *44.52
**31.47

*Highest result. **Lowest result. NM: Not mentioned, DCT: Discrete cosine transform, DWT: Discrete wavelet transform, LSB: Least significant bit, PSNR: Peak signal-to-noise ratio, 
SVD: Singular value decomposition, SSIM: Structural SIMilarity index
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real-time video processing in terms of finding the zone of 
tampering in the video in addition to robust watermarks to 
ensure copyright protection, the integrity of the video and, 
tamper detection in video. In this review, a comparison 
was presented between previous researchers and their 
achievements through a set of factors, including concealment, 
detection of change, retrieval, and safety, and as a result, 
whenever these factors combine, the watermark achieves the 
best effect when it is added to the video.
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the better the imperceptibility.
B. Tamper detection: A fragile watermark should be able to 

locate where the tampering has been done to determine the 
directions of attackers to prevent such attacks in the future. 
The effect of picture recovery is determined by the tamper 
detection capability.

C. Tamper recovery: The system must have the ability to 
detect unlawful picture alterations and recover photos from 
those that have been tampered with. The higher the tamper 
detection accuracy, the better the picture recovery outcome.

D. Robust to known attacks: The design should be as resistant to 
well-known attacks as possible, such as the general, collage, 
and disturbing attacks (Wang, et al., 2018b, Rakhmawati, 
Wirawan and Suwadi, 2019).

In Table II, a comparison was presented between previous 
researchers and their achievements through a set of factors, 
including invisibility, which should be achieved in most 
watermarking techniques to thwart unauthorized users and 
cut the road to them when trying to know the watermark 
data. Detection of tampering, the main goal of the fragile 
watermarks, locating the tampered zone, and knowing the 
direction of the piracy when manipulating the content of 
video frames. Not all watermarking systems achieve recovery 
properties although it may be an essential point in some 
systems depending on the used application.

Fig. 2 visually summarizes the characteristics and shows 
that the most previous researches achieve these characteristics 
and it can be included that the feature of detecting 
manipulation is the most applied characteristic. As a result, 
whenever these factors combine, the watermark achieves the 
best effect when it is added to the video.

VI. Conclusion
Digital watermarking is a technique in which information is 
inserted in media for authentication, copyright protection, 
tamper detection, or modification area. Digital watermarking 
methods, in general, handle the problem of manipulating 
frames by inserting secret data directly in the image and 
identifying the changed area immediately. Based on the 
analysis, the fragile watermarking methods are effective in 
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Abstract—In this work, the optical properties and optoelectronics 
parameters of binary and ternary composite films made of two 
electron acceptors, poly(L-Tryptophane) and poly(5-hydroxy-L-
Tryptophane), with an electron donor, P(TER-CO-TRI), doped 
with Sudan dyes, are comprehensively investigated. The films 
with different volumetric ratios of the components were deposited 
onto the glass substrates using spin coating technique. Results 
showed that with the help of dye doping into the binary systems of 
poly(L-Tryptophane):P(TRI-co-TER) (1:2) and poly(5-hydroxy-
L-Tryptophane):P(TRI-co-TER) (1:2), the refractive index was 
increased from 2.01 to 2.32. The nature of the electronic transition 
in the studied films was found to be a direct allowed transition, 
which was derived from Tauc’s equation. The combination of 
cyclic voltammetry technique and absorption spectroscopy was 
used to determine the molecular energy levels, HOMO and LUMO 
of the polymer samples. It was seen that the mixture of poly(L-
Tryptophane):P(TRI-co-TER):Sudan dye (1:2:2) has led to increase 
the energy gap to 2.95 eV and the real optical conductivity (σr) to 
about 433.11 S.cm-1. According to the findings, the investigated 
polymers can have a great potential for semitransparent organic 
solar cells.

Index Terms—Poly(L-Tryptophane), Poly(5-hydroxy-L-
tryptophane), P(TER-CO-TRI), Sudan dye, Energy band gap, 
Refractive index, Dielectric constant.

I. Introduction
Since the emergence of organic-material-based electronic 
devices, a variety of organic materials have been the 
subject of investigation. This can be mainly due to 
the distinctive properties of organic materials such as 
solution processability, thermal stability, lightweight, 
flexibility, high emission yield, and energy gap tuneability 
(Rajeswaran, et al., 2009; Sajid, et al., 2015; Lewis, 2006; 
Kaltenbrunner, et al., 2013). However, performance and 
operation of organic devices necessitate exhaustive studies 
of organic semiconductors (Gather, Köhnen and Meerholz, 
2011). As a result, obtaining sufficient information on the 
optoelectronic properties of the used organic materials 
under various doping situations is essential to fabricate an 
efficient optoelectronic device. The process of doping can 
be used to fine-tune the optical characteristics of a material 
to the preferred level, in which the doped material acts as 
a host for the dopant material (Basir, et al., 2021). Herein, 
the aim is to take advantage of the dopant’s significant 
features while concurrently improving the host response. 
Consequently, tris(8-hydroxyquinoline) aluminum (Alq3) and 
its counterpart, tris (8-hydroxyquinolinate) Gallium Gaq3, 
were broadly employed in the electronic devices based 
on organic materials such as light-emitting diodes. They 
are preferred due to their superior thermal stability, optical 
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performance, and optoelectronic response. In addition, 
Alq3 has been successfully engaged in the fabrication of 
organic solar cells as an electron transport layer (El Jouad, 
et al., 2016; Muhammad and Sulaiman, 2018). As a result, 
Alq3 is a potential dopant for tuning the optoelectronic 
characteristics of organic semiconductors. In addition, N, 
N’ -Di [(1-naphthyl)-N, N’ - diphenyl]-(1, 1’ -biphenyl)-4, 
4’ -diamine was used as a donor material in ultraviolet 
(UV) photodiodes (Vickers, 2017). One of the characteristic 
features of organic semiconductors is the tunability of 
electronic energy levels, which consequently leads to the 
energy gap tailoring of the active layers, thereby realizing 
photodetectors for simultaneous sensing of UV and infrared 
light (Muhammad, et al., 2017; Omidvar, 2017; Yang, et al., 
2019). Moreover, it was seen from the literature that a hybrid 
composition of inorganic and organic materials can also be 
utilized to improve UV detectors (Hu, et al., 2015; Bilgaiyan, 
et al., 2017; Garg, et al., 2019). As a result, finding a potential 
candidate for an organic composite to be used as the active 
layer of UV detectors is critical. Many researchers have made 
significant efforts to utilize inorganic-based semiconductors or 
their hybrid nanoarchitectures and have primarily undertaken 
research employing these materials (Hou, et al., 2011; Jheng, 
et al., 2020). Applications such as imaging, medical sensing, 
secure communication, and assessment of many surrounding 
surroundings are conceivable thanks to UV ray detection, and 
active research is underway (Zeng, et al., 2019).

To address organic materials and their viability for 
potential applications, in this current work the absorption 
response, optical energy gap, refractive index, dielectric 
constant, and optical conductivity of organic composite 
systems incorporating poly(L-tryptophane) and poly(L-
Tryptophane):P(TRI-co-TER) with Sudan dye are 
investigated.

II. Materials and Methods
Poly(5-hydroxy-L-Tryptophane) and poly(L-Tryptophane) 

are electron acceptors and P(TRI-co-TER) present an electron 
donor material. The molecular structures of the used materials 
are shown in Fig. 1. The organic materials were separately 
put inside vials and dissolved in chloroform solvent 
following their stirring overnight using a magnetic stirrer. 

Later on, the solutions of poly(5-hydroxy-L-Tryptophane), 
poly(L-Tryptophane), and P(TRI-co-TER) were prepared 
with concertation of 30 mg/mL. The composite binary films 
were made by volumetric compositions of Acceptor: Donor 
through mixing poly(5-hydroxy-L-Tryptophane), and poly 
(L-Tryptophane) with P(TRI-co-TER). Then, Sudan dye 
was also used to form a ternary composite system. The area 
under the absorption curve was calculated for all volume 
ratios of binary systems, and it was determined that (1:2) 
is the optimal volume ratio. As a result, the optoelectronic 
properties of the composite at this ratio were thoroughly 
examined. The optimized system was then doped by Sudan 
dye to produce a ternary system with different ratios of the 
dye as follows 1:2:1, 1:2:2 and 1:2:3. The thickness of the 
grown films was measured using Field emission scanning 
electron microscopy (FE-SEM) technique (TESCAN MIRA3 
FEG-SEM) and the calculated values are shown in Table I. 
Furthermore, the structural investigation of the single, binary, 
and ternary films was carried out using the X-ray diffraction 
(XRD) spectra (Malvern Panalytical’s X’Pert, using CuK 
alpha radiation [1.5418]).

III. Results and Discussion
A. Photophysical Properties
The optical properties of the polymers and their composite 

systems were assessed by UV-Vis absorption spectroscopy, as 
shown in Fig. 2. Despite the fact that intramolecular charge 
transfer (ICT) occurs at the main polymer chains between an 
electron deficient and an electron rich moiety due to visible 
absorption, it is also well known that the π – π* and n − 
π*transitions of delocalized excitons occur in the polymer 
chain due to UV absorption. (Wang, et al., 2018; Shim, et al., 
2015; Kim, et al., 2018). The absorption coefficient spectra of 
the polymers were determined using the following equation 
(Alsoghier, et al., 2018; Amin, et al., 2021):

 
2 303. A
t

 
2 303. A
t

 (1)

Where t is the thickness of the film, and A is the 
absorbance of the studied sample. Noticeably, as shown in 
Fig. 2a and b, the two acceptor polymers exhibited a sharp 
absorption band in the UV region and extended to the 
visible region. The absorption band for the acceptor, poly(L-

Fig. 1. Molecular structure of poly(triamterene-co-terephthalate), poly(L-tryptophan) and Sudan dye (left to right).
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TABLE I
The Measured Thickness of the Studied Organic Films

Film Thickness 
(nm)

P (TRI-co-TER) 424
Poly (5-hydroxy-L-Tryptophane) 170
Poly (5-hydroxy-L-Tryptophane):P (TRI-co-TER) (1:2) 656
Poly (L-Tryptophane) 290
Poly (L-Tryptophane):P (TRI-co-TER) (1:2) 105
Poly (L-Tryptophane):P (TRI-co-TER):Sudan dye (1:2:1) 142
Poly (L-Tryptophane):P (TRI-co-TER):Sudan dye (1:2:2) 191
Poly (L-Tryptophane: P (TRI-co-TER):Sudan dye (1:2:3) 335
Poly (5-hydroxy-L-Tryptophane) 
:P (TRI-co-TER):Sudan dye (1:2:1)

275

Poly (5-hydroxy-L-Tryptophane) 
:P (TRI-co-TER):Sudan dye (1:2:2)

274

Poly (5-hydroxy-L-Tryptophane) 
:P (TRI-co-TER):Sudan dye (1:2:3)

227

Tryptophane) was prolonged to 424 nm, while that for 
poly(5-hydroxy-L-Tryptophane) was extended to 503 nm. 
The absorption band for the donor, P(TRI-co-TER) was 
continued till 468 nm, while the absorption band for the 
composite of poly(L-Tryptophane):P(TRI-co-TER) reached 
474 nm. Noteworthy, on the addition of Sudan into the 
donor-acceptor system (Fig. 2c and d), the ternary composite 
structure has led to extending the absorption edge. This 
indicates that the strength of electronic transitions from π – 
π* has increased which is brought about by the addition of 
Sudan dye.

B. Optical Energy Gap and Transition Types
In optoelectronic applications, the measurements of the 

optical energy gap of the conjugated polymers and the type 
of electronic transitions are imperative. Hence, from the 
absorption spectra, it is plausible to measure the optical 
energy gap (Table II) and optical transition using Tauc’s 
equation shown as Equation 3 (Muhammad and Sulaiman, 
2011; Hamad, 2013). Alternately, the optical energy gap can 
be determined from the absorption spectrum by measuring 
the absorption edge of the spectrum, λonset as follows (Leonat, 
Sbârcea and Bran̂zoi, 2013):

Eg
onset


1242


 (2)

However, the nature of the transition can be assigned 
directly by Tauc’s equations in addition to measuring the 
optical energy gap. Therefore, by taking the natural logarithm 
and derivation of Equation 3:

 hv hv Ego
s ( )  (3)

dln hv
d hv

s
hv Eg

( )

( )





dln hv
d hv

s
hv Eg

( )

( )





 (4)

where αo is an energy-independent constant, Eg is the 
energy gap, ν is the frequency of the incident wave, h is 
Planck’s constant, and the value of s defines the type and 
nature of the transitions. If the value of s = 2, the transition 
is an indirectly allowed transition, s = 3 for indirectly 
forbidden transitions, s = 1/2 for directly allowed transitions 
and s = 3/2 for directly forbidden transitions. Fig. 3a depicts 

Fig. 2. Absorption coefficient spectra (a and b) of the studied polymers and binary films, and (c and d) ternary films.

a

c d

b
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TABLE II
Determined Energy Gap for Thin Film of the Polymers and Ternary 

Composites

Materials Eg
Tauc (eV)

P (TRI-co-TER) 2.66
Poly (L-Tryptophane) 2.61
Poly (L-Tryptophane):P (TRI-co-TER) (1:2) 2.85
Poly (L-Tryptophane):P (TRI-co-TER):Sudan dye (1:2:2) 2.95
Poly (5-hydroxy-L-Tryptophane) 2.34
Poly (5-hydroxy-L-Tryptophane):P (TRI-co-TER) (1:2) 2.89
Poly (5-hydroxy-L-Tryptophane): 
P (TRI-co-TER):Sudan dye (1:2:2)

2.60

the plots of ( hv)
( )

dln
d hv

  versus hv for all the samples and from 

which the approximate value of energy gap, hv = Eg was 
taken at the peak value. Hereafter, the estimated value of Eg 
was employed for plotting  ( hv)ln   versus  ( )ln hv Eg  and 
from the slope of the curves the value of s was determined 
and it was found to be 1

2
, which is the evidence of the 

occurrence of a direct allowed transition between the 
intermolecular energy bands of the polymers. Henceforward, 
the accurate values of the energy gaps were determined by 
plotting ( )hv 2 as a function of (hv) and taking the 
extrapolation of the linear portion at ( hv) 2 = 0, as shown in 
Fig. 3b.

C. Electrochemical Properties
In designing and optimizing electronic devices based 

organic materials, several parameters should be revealed that 
define the nature of charge transfer and charge collection. 
To this end, the position of electronic energy levels 
(HOMO and LUMO) of organic semiconductor materials 
can be determined by electrochemical study before device 
fabrication. Therefore, cyclic voltammetry (CV) is a worthy 
technique to estimate energy levels for the relevant materials 
from the oxidation and reduction potentials. Hence, the 
oxidation and reduction potentials are infer from the onset 
potential, which is defined as the potential, where electrons 

or holes are initially injected into the LUMO and HOMO 
levels, respectively, and the rise of anodic or cathodic current 
becomes obvious (Johansson, et al., 2003). Thus, the position 
of the HOMO and LUMO levels was first estimated by 
measuring the optical energy gaps from Tauc’s equation, as 
was discussed previously. Then, from the equations below, 
the HOMO and LUMO levels were estimated using ferrocene 
as the reference couple (Cardona, et al., 2011) (Alqurashy, 
et al., 2020):

EHOMO = −)E(onset,oxvs.Fc+/Fc) + 5.39) (eV) (5)
ELUMO = −(E(onset,redvs.Fc+/Fc) + 5.39) (eV) (6)
Eg

Tauc = EHOMO – ELUMO (7)
Where E(onset,oxvs.Fc+/Fc) and E(onset,redvs.Fc+/Fc) represent the 

onset potential of the oxidation and reduction potential, 
respectively. The value of 5.39 represents the formal 
potential of the Fc+/Fc redox couple versus vacuum. Fig. 4 
shows the CV spectra of the polymers versus Fc/Fc+, while 
their corresponding electrochemical parameters are shown 
in Table III. The HOMO level is influenced by the type 
of substituents (whether electron withdrawing or electron 
donating species) and it can be seen that P(TRI-co-TER) 
experienced a high HOMO level compared to poly(L-
Tryptophane) polymer. This could be due to the presence 
of the indole N–H group (Huang, et al., 2015). In addition, 
the LUMO level of P(TRI-co-TER) is 2.78 eV but LUMO 
levels of the acceptors, namely, poly(L-Tryptophane) and 
poly(5-hydroxy-L-Tryptophane), are 2.87 eV and 3.19 eV, 
respectively.

D. Optical Constants
Optical constants reveal the nature of interactions between 

organic materials and the electromagnetic spectrum. For 
instance, the loss of the incident photon due to scattering 
and absorption within the film is ascribed by the extinction 
coefficient (k). In addition, another constant entitled 
the optical dielectric constant (𝜀), which is a frequency 
dependent parameter, demonstrates the electronic response 
of the material when interacts with photons. Meanwhile, the 
dielectric constant is a complex function and its real part is 
assigned to polarization on the impact of an electromagnetic 

Fig. 3. Plot of ( hv)
( )

dln
d hv

  versus hʋ (a), and ( hv) 2 versus E (b) for the representative films.

a b
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TABLE III
Electrochemical and Optical Data for All Synthesized Polymers

Polymer Eonset,ox 
(V)

Eonset,red 
(V)

EHOMO 
(eV)

ELUMO 
(eV)

Eg 
(eV)

P (TRI-co-TER) 0.312 -1.24 -5.70 -2.78 2.92
Poly( L-Tryptophane) NA -2.52 -5.39 -2.87 2.52
Poly (5-hydroxy-L-Tryptophane) 0.14 -2.20 -5.53 -3.19 2.34

field, while the imaginary part illustrates the optical loss. The 
following equations were sequentially used to calculate the 
optical parameters of the studies films (Fariq, Shujahadeen, 
and Hussein, 2015).

n
R k R R k

R

    



2 1 4 16 4

2 1

2 2 2

( )
 (8)

k 

4

 (9)

   r ii  (10)

r n k 2 2  (11)
i nk 2  (12)
Tan i r   / �  (13)
Where 𝜀r represents the real part, 𝜀i is the imaginary part 

of the dielectric constant, n is the refractive index, k  is the 
extinction coefficient, and R is the reflectance. Figs. 5 and 6 
shows the real and imaginary dielectric constant spectra of 
the investigated films, while Fig. 7a and b shows the 
extinction coefficient in the wavelength range from 200 to 

1000 nm for composite systems. Noticeably, it can be seen 
that the real part of the optical dielectric constant spectrum 
reflects the spectrum of refractive index (Fig. 8) because of 
the small value of k, while the spectrum of the imaginary 
part is essentially related to the spectrum of the absorption 
coefficient (see Eqs. 9, 11 and 12). Table IV shows that the 
real dielectric constant for the poly(L-Tryptophane), poly(5-
hydroxy-L-Tryptophane), and P(TRI-co-TER) is lower than 
those of their mixed structures in the binary and ternary 
forms (Rahim, et al., 2022)

Fig. 8a and b shows the refractive index of the studied thin 
film in the wavelength range from 200 to 1000 nm. Therefore, 
it was perceived that refractive index follows an inconsistent 
dispersion in both UV and near visible region, while a non-
dispersive response observed in the IR region (transparent 
region). In addition, the infinite refractive index (n∞) can be 
experimentally extracted from the non-dispersive/flattened 
portion of the refractive index spectrum and its values for 
the investigated films were shown in Table IV. Hence, the 
refractive index values are shown in Table IV, which were 
obtained from the plateau region of the spectra shown in 
Fig. 8a and b. It was observed form Fig. 8a that the P(TRI-
co-TER) (n = 1.82) and poly(L-Tryptophane) (n = 1.62) 
are lower than that of the mixed A: D (1:2) (n = 2.01) and 
A: D:Sudan dye (1:2:2) (n = 2.32). Interestingly, with the 
help of poly(L-Tryptophane) (n = 1.62) dopant, it is possible 
to increase the refractive index of P(TRI-co-TER) from 
1.82 to 2.01 and to 2.32 in the binary and ternary systems, 
respectively. Similarly, as shown in Fig. 8b, with the help 

Fig. 4. The cyclic voltammetry of (a) P(TRI-co-TER), (b) poly(L-Tryptophane), and (c) poly(5-hydroxy-L-Tryptophane).

a

c

b
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Fig. 5. Dielectric constant spectra, (a) real part and (b) imaginary part, for the poly(L-Tryptophane), P(TRI-co-TER), their binary and ternary systems.

Fig. 6. Dielectric constant spectra, (a) real part and (b) imaginary part, for poly(5-hydroxy-L-Tryptophane), P(TRI-co-TER), their binary and  
ternary systems.

Fig. 7. Extinction coefficient spectra of poly(L-Tryptophane), poly(5-hydroxy-L-Tryptophane), P(TRI-co-TER), their binary and ternary systems.

TABLE IV
The Optoelectronic Parameters of the Investigated Thin Films

Materials n εr 𝜎r (S.cm−1)
P (TRI-co-TER) 1.82 3.29 89.67
Poly (L-Tryptophane) 1.62 2.61 56.86
Acceptor: Donor (1:2) 2.01 3.99 145.19
Acceptor: Donor: Sudan dye (1:2:2) 2.32 5.02 433.11
Poly (5-hydroxy-L-Tryptophane) 1.79 3.19 36.09
Acceptor: Donor (1:2) 1.98 3.85 132.91
Acceptor: Donor: Sudan dye (1:2:2) 2.32 4.98 439.07

of dopant poly(5-hydroxy-L-Tryptophane) (n = 1.79), the 
refractive index was increased to 1.98 and 2.32, the binary 

and ternary systems, respectively. This trend was found to 
be consistent with those described in the literature (Holzer, 
Penzkofer, and Hörhold, 2000). Consequently, it was found 
that the refractive index and real optical conductivity (Fig. 9) 
are increased with the addition of the second and third dopant 
components into the polymers. This can be ascribed to the 
increased conjugation bonds and better packing compact 
between the molecular arrangements of the structures, 
thereby reducing the speed of the incident light waves by a 
larger degree.

Furthermore, Figs. 9 and 10 exhibit the spectra of the 
optical conductivity of both composite systems and the real 
and imaginary components of optical conductivity 

a b

a b

a b
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(σ* = σr+iσ)  * �� �� r ii  can be investigated by means of the 
following formulas:

  r o i   r o i  (14)
  i o r   i o r  (15)
Where σr  is the real optical conductivity, σi is the 

imaginary optical conductivity, ω is the angular frequency, 
and εo is free space permittivity ( 8 85 10

12
. /  F m ). 

Figs. 9a and 10 reveal that, at long wavelengths, the values 
of real optical conductivity for both composite systems 
remain constant (non-dispersive). Figs. 9a and 10a reveal 
that, at long wavelengths, the values of real optical 
conductivity for both composite systems remain constant 
(non-dispersive). This indicates that the change in optical 
conductivity is directly related to the variation of excited 
electrons due to the absorption of photon energy by the 
thin film.

Therefore, the increment in the optical absorption of 
the obtained samples in the UV region is a consequence 
of increased optical conductivity and vice versa. 
Figs. 9b and 10b shows the imaginary optical conductivity 
for poly (L-Tryptophane), poly (5-hydroxy-L-Tryptophane), P 
(TRI-co-TER), along with the binary and ternary systems. In 
addition, the dissipation factor (DF) is a measure of loss-rate 
of energy of a mode of oscillation (mechanical, electrical, or 
electromechanical) in a dissipative system. It is the reciprocal 

of quality factor, which represents the “quality” or durability 
of oscillation. It was seen from Fig. 11a and b that the DF 
for the donor system is larger than that of the other samples. 
Furthermore, a comparison between the major optoelectronic 
parameters of some polymers from literature and those 
achieved in the current study was carried out, as shown in 
Table V.

E. Morphological Properties
FE-SEM is a widely used technique to investigate the 

surface morphology, microstructure, grain size, and shape of 
the films. Fig. 12 depicts the FE-SEM images of the films, 
in which the shape of grains is found to be of different 
sizes and randomly distributed along the substrate surface. 
The average particle size on the surface of the acceptors 
and donor films was increased significantly compared to 
the binary and ternary films. It was seen that the number of 
pores increased when dopant concentration was increased 
(Trinh, et al., 2011).

F. Structural Properties
The X-ray diffraction patterns were used to characterize 

the structure of the studied films deposited on the glass 
substrate. Poly(L-Tryptophane) and poly(5-hydroxy-
L-Tryptophane) acceptors and P(TER-CO-TRI) donor 
mixed with Sudan dye thin films were coated on the glass 
substrates and their XRD patterns were recorded in the 

Fig. 8. (a and b) Refractive index spectra of poly(L-Tryptophane), poly(5-hydroxy-L-Tryptophane), P(TRI-co-TER), their binary and ternary systems.

Fig. 9. Optical conductivity spectra of poly(L-Tryptophane) and its composite systems; (a) real part and (b) imaginary part.

a b

a b
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Fig. 10. Optical conductivity spectra of poly(5-hydroxy-L-Tryptophane) and its composite systems; (a) real part and (b) imaginary part.

Fig. 11. Dielectric lost tangent (dissipation factor) spectra of poly(L-Tryptophane), poly(5-hydroxy-L-Tryptophane), P(TRI-co-TER), their binary and 
ternary systems.

Fig. 12. The field emission-scanning electron microscopy image of (a) P(TER-co-TRI), (b) Poly(L-Tryptophane), (c) poly(L-Tryptophane):P(TER-
CO-TRI) (1:2), (d) Poly(L-Tryptophane):P(TER-co-TRI):Sudan dye (1:2:2), (e) Poly(5-hydroxy-L-Tryptophane), (f) Poly(5-hydroxy-L- 

Tryptophane):P(TER-co-TRI) (1:2) and (g) Poly(5-hydroxy-L-Tryptophane):P(TER-co-TRI):Sudan dye (1:2:2).

a b

a b
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TABLE V
Comparison between Some Polymers and the Investigated Thin Films in 

Terms of the Main Optoelectronic Parameters.

Materials Eg (eV) n εr References
P (TRI-co-TER) 2.92 1.82 3.29 This work
Poly( L-Tryptophane) 2.52 1.62 2.61 This work
Poly (5-hydroxy-L-Tryptophane) 2.34 1.79 3.19 This work
Polyvinylpyrrolidone (PVP) 2.40 1.49 3.60 Shubha, Manohara 

and Gerward, 2017
PHPMIVP 1.85 1.60 3.80 Barrillon, et al., 2023
Poly (ethylene oxide) PEO 2.60 1.45 2.20 Abd El-Kader and 

Elabbasy, 2020
Polyisoprene 1.04 1.52 2.50 Fan, et al., 2020

Fig. 14: Photoluminescence spectra of the investigated films in binary and ternary composite forms.

range of 2θ between 10° and 90°. Fig. 13 shows the XRD 
diffraction patterns of the films. The poly(L-Tryptophane) 
and poly(5-hydroxy-L-Tryptophane) along with the binary 
and ternary films they all showed abroad bump in the 
low angle of diffraction, which indicates their amorphous 
nature. However, the dopant P(TER-CO-TRI) films showed 
a single sharp diffraction peaks at 24o, which corresponds 
to a d-spacing of 3.72 Å. Furthermore, its low intensity 
could be used as indicator for the small particle size (Al-
Dulaimi, et al., 2017). Therefore, this peak indicates the 
intermolecular distance between two neighboring planes, 
which is obtained by Bragg’s equation:

n λ = 2d sinθ (16)
Where n (an integer) is the “order” of reflection, λ is 

the wavelength of the incident X-rays, d is the interplanar 
spacing of the crystal and θ is the angle of incidence (Kato, 
Ito and Hoshino, 2020).

G. Photoluminescence (PL) Properties
To investigate the PL spectrum of the films, they were 

excited by 355 nm exciting laser. the PL spectra of Poly(L-
Tryptophane),Poly(5-hydroxy-L- Tryptophane), binary and 
ternary films are illustrated in Fig. 14a and b. All films 
showed a typical UV emission peak centered at about 
350 nm, near the band edge of binary and ternary. The charge 
transfer behavior of the acceptor and donor (A/D) between 
layer and acceptors layer is examined by the PL spectroscopy 
measurements. One can notice from Fig. 14a and b that the 
peak position of the emission is red shifted for the binary 
system compared to that of the single film. Furthermore, the 
peak position for the ternary film is red shifted compared to 
that of the binary film. This red shifting is a clear evidence 
of the change in the electronic distribution of the system with 
the addition of the second and third components, implying 
the change in the energy band gaps, as was explained in the 
previous sections. Another feature of the PL peak is that its 
intensity has decreased in the ternary films compared to that 
of the binary ones. This indicates the more efficient charge 
transfer between the moieties of the acceptor and donor 
components on the absorption of light by the electronic 
states.

Fig. 13. The X-ray diffraction pattern of (a) P(TER-co-TRI), (b) 
Poly(L-Tryptophane), (c) poly(L-Tryptophane):P(TER-CO-TRI) (1:2), 

(d) Poly(L-Tryptophane):P(TER-co-TRI):Sudan dye (1:2:2), (e) Poly(5-
hydroxy-L-Tryptophane), (f) Poly(5-hydroxy-L- Tryptophane):P(TER-

co-TRI) (1:2) and (g) Poly(5-hydroxy-L-Tryptophane):P(TER-co-
TRI):Sudan dye (1:2:2).
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IV. Conclusions
In this work, a broad investigation on the optical properties 
and optoelectronic parameters of P(TER-CO-TRI), poly(L-
Tryptophane), and poly(5-hydroxy-L-Tryptophane) along 
with their doping with Sudan dye was successfully performed. 
Optical spectroscopy was seen to be highly effective to 
measure the optoelectronic parameters of the binary and 
ternary composites made from the polymer materials and 
the dye. It was concluded that with the help of doping 
process, different values of energy band gap, refractive index, 
dielectric constant, and optical conductivity are achieved. 
This tuning achievement of the optoelectronic parameters 
plays a key role in shaping the possible applications of these 
materials in organic electronics, photodiodes, and photovoltaic 
devices. The nature of the electronic transition in the studied 
samples was confirmed to be a direct allowed transition, 
which was derived from the application of Tauc’s equation. 
The combination of CV test and absorption spectroscopy was 
successfully used to determine the molecular energy levels, 
HOMO, and LUMO of the polymer samples.
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Abstract—A new structure of microstrip-based low-pass filter 
with wide stopband and sharp roll-off is introduced, in this paper. 
In the proposed topology, resonators with T and modified L Shapes 
have been used. To improve the suppression factor and relative 
stopband bandwidth, the second resonator has been added to the 
first resonator. The designed filter has been fabricated on a 20 mm 
thickness RO4003 substrate, which has a loss tangent of 0.0021 and 
a relative dielectric constant equal to 3.38. All parameters including 
roll of rate, stopband, bandwidth, return loss, insertion loss, and 
figure of merit have significant coefficients. Simulation has been ran 
using advanced design system software. The 3dB cutoff frequency 
is appropriate. The value of the insertion loss parameter is <0.1 dB 
and the S11 parameter is −22 dB at this point. The stopband is 
extended from 2.42 up to 24 GHz, which shows an ultra-stopband. 
The results of the simulation and experiment are almost similar, 
which indicates a proper performance of the designed structure.

Index Terms—Low-pass filter, L-shaped, Microstrip, 
Resonator, Sharp roll off, T-shaped.

I. Introduction
Microstrip filters are one of the main components of 
telecommunication systems because, unlike passive and active 
circuits, they are much smaller in size and cost less. In recent 
years, researchers have developed microstrip filters using 
related structures. Each of these structures has strengths and 
weaknesses that can be combined to achieve a new structure 
with the improvement of all parameters (Chen, Li, and Chu, 
2017; Du, Yang, Zhang, H., and Zhu, 2014; Imani, Shama, 
Alirezapoori, and Ekhteraei, 2018; Kolahi and Shama, 2018; 
Kumar and Parihar, 2016;  Rekha, Abdulla, Jasmine, and Anu, 
2020; Shama, Hayati, and Ekhteraei, 2018; Wang, Xu, Zhao, 
Guo, and Wu, 2010; Wei, Chen, and Shi, 2012).

In the design of microstrip low-pass filters (LPF), the small 
size of the filter always plays an important role. Semicircular 
structures in the filter design reduce the size of the circuit and 
follow the above rule. However, the suggested structures have a 

problem such as inappropriate transition bands in the passband 
and very low stopband bandwidth (Hiedari and Shama, 2018).

Using a symmetrical parallel-coupled line structure, a new 
microstrip LPF has been designed (Jiang, et al. 2017). This 
structure has very low insertion loss, which is the biggest 
advantage of the introduced filter. In the stopband, the 
value of suppression is not enough, which leads to a quality 
reduction of the LPF (Jiang, et al. 2017).

Defected ground structure (DGS) is used to design an ultra-
wide stopband bandwidth. Although the proposed structure 
produces an appropriate stopband bandwidth, the proposed 
double-layer architectural factor reduces the figure of merit. One 
of the most important parameters in the design of microstrip LPF 
is the appropriateness of the filter dimensions (Bhat, et al., 2018).

As mentioned, various structures including T-shaped, 
semicircular shapes, symmetric parallel coupled lines, and 
DGS have been proposed. Each of the above structures affected 
the value such as sharpness in the transition band, stopband 
bandwidth, return loss, insertion loss, and dimensions. 
However, each of these structures may improve one of the 
filter response properties, so achieving a response with various 
suitable properties may not be possible with just one structure.

II. Main Resonator
The proposed filter was designed using a T-shaped 

resonator. The suggested resonator has a good response 
with appropriate sharpness. The cutoff frequency is also 
appropriate. Calculated dimensions for the proposed resonator 
are: L1 = 7.2 mm, L2 = 8 mm, L3 = 7.3 mm, L4 = 3 mm, 
W1 = 5 mm, W2 = 6.85 mm, W3 = 3.15 mm, W4 = 1.18 mm, 
and T1 = 0.1 mm and these dimensions are calculated using 
base resonators and then optimized (Blue arrows as the length, 
Green arrows as the width, and red arrows are considered as 
the Thickness). (Fig. 1a) shows the resonator structure.

In this research, a microstrip LPF with a T-shaped 
resonator and modified L-shaped resonator is simulated, 
fabricated, and measured. All response factors such as Roll 
of rate, stopband bandwidth, return loss, insertion loss, and 
figure of merit have significant values. All simulations are 
performed using advanced design system software. Using a 
RO4003 substrate with 20 mm thickness the proposed filter 
was implemented. RO4003 has a loss tangent of 0.0021 and 
a dielectric constant equal to 3.38.
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The proposed resonator frequency response from the 
simulation is shown in (Fig. 1b). The proposed resonator 
was able to create strong transmission zero at 2.41GHz. The 
measured value of transmission zero is −48 dB. By changing 
the value of L3, you can shift the cutoff frequency with 
transmission zero. However, it increases the insertion loss. 
The effect of changing parameter L3 is shown in Fig. 1.

The extracted equivalent circuit is depicted in 
Figs. 2 and 3. Methods discussed in (Hong and Lancaster, 
2004; Pozar, 2011) can be used for extracting the values 
of parameters. (Fig. 2a) shows a low-impedance and high-
impedance lossless line, in which both ends are terminated 
by low impedance-lines, which could also be introduced by a 
π-equivalent circuit, as shown in (Fig. 2b).

Inductors and capacitors will be obtained from the 
following equations:
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In these equations, zs, l, and ƛg represent the line 
characteristic impedance, the line length, and the guided 
wavelength, respectively. Open-end formulas were introduced 
in (Hong and Lancaster, 2004). In addition, (Fig. 3a and b) 
shows the structure and equivalent circuit.

For the T-shaped resonator, the LC equivalent circuit was 
extracted, considering the models introduced in Figs. 2 and 3. 
Equations 1 and 2 are used to calculate the values of the 
inductors and capacitors, respectively. (Fig. 4a) depicted the 
extracted LC equivalent circuit. Table I also shows the values 
of inductors and capacitors.

The transformation function can be expressed based on the 
proposed resonator equivalent LC circuit, represented in the 
following. By changing the parameters in the transformation 
function, the cutoff frequency can be shifted. The effect of 
this shifting appears on the insertion loss and increases it.
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Fig. 4. (a) Resonator LC model and (b) frequency response diagram of 
the main resonator and LC equivalent circuit.

b

a

Fig. 3. (a) The open-end structure and (b) equivalent circuit for LC.
ba

Fig. 2. (a) Low/high-impedance line and (b) LC model for a line.
ba

Fig. 1. (a) T-shaped resonator and (b) T-shaped resonator frequency 
response.
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A = B×L1S×c1S+(L1S+L2S)×(R+L3S)×c2S+R+L1S+L2S+L3S)
 (4)

B = (L2S×(R+L3S)×c2S+R+L2S+L3S) (5)

D = (L5S×(L1S+2×L4S)×c4S+L1S+2×L4S+2×L5S) (6)

E = (R+L3S)×(L5S×(L1S+L2S+2×L4S)×c4S) (7)

F =  (L5S×(R+L1S+L2S+L3S+2×L4S)×c4S+R+L1S+L2S+L3S+2
×L4S+2×L5S)×c3S+(2+(L1S+2×L4S)×c4S)×B×c1S+(2+(L1S
+L2S+2×L4S)×c4S) (8)

G = (R+L1S+ L2S+ L3S+2×L4S)×c4S) (9)

H = B×c1S+1+(R+L3S)×c2S (10)

M = (L5S×(L1S+L4S)×c4S+L1S+L4S+L5S) (11)

N =  (L 5S×(L 1S+L 2S+L 4S)×c4S+L 1S+L 2S+L 4S+L 5S)× 
(R+ L3S)×c2S (12)

O =  L5S×(R+L1S+L2S+L3S+L4S)×c4S+R+L1S+L2S+L3S+L4S+
L5S (13)

P = B×(1+(L1S+L4S)×c4S)×c1S+(1+(L1S+L2S+L4S)×c4S (14)

U = (R+L3S)×c2S+1+(R+L1S+L2S+L3S+L4S)×c4S (15)

Where, R = 50Ω is the matching impedance. The 
transmission zero is generated at the frequency of 2.41 GHz 

with a magnitude of −48 dB. LC model and the designed 
layout are shown in (Fig. 4b). Good agreement between the 
LC and layout responses is obtained. However, this structure 
cannot be used alone. Because the suppression factor and 
relative stopband bandwidth (RSB) are not acceptable. To 
improve these parameters, the second resonator is inserted in 
the first resonator.

III. Second Resonator
The proposed second resonator is designed using a 

modified L-shaped resonator. This resonator has very 
good dimensions and is designed to provide transmission 
zeros for increasing stopband bandwidth. Dimensions 
calculated for the designed resonator are as follows: T2 
= 0.1 mm, W5 = 5.2 mm, and L5 = 6.3 mm. The structure 
of the second resonator is shown in (Fig. 5a). The LC 
equivalent circuit is extracted based on Figs. 2 and 3 and 
depicted in (Fig. 5b). Capacitor and inductor values are 
calculated based on Equations 1 and 2 and are shown in 
Table II.

The frequency responses of the LC circuit and the 
proposed layout are shown in (Fig. 5c). The transmission 
zeros of the second resonator are generated at a frequency 
of 6.1 GHz with a magnitude of −178 dB. The modified 
L-shaped resonator has a good response in the stopband, 
but the sharpness is not suitable. To improve the above 
parameter, two resonators are combined.

IV. Combination of the First and Second Resonators
(Fig. 6a) shows the structure of the T-shaped and 

modified L-shaped resonators. The frequency response of the 
combination is just like a LPF, according to (Fig. 6b). The 
sharpness is very suitable, but the bandwidth is not a wide 
stopband. For improving the above parameter, the attenuator 
unit is used and added to the other resonator.

TABLE I
Computed Parameters for the First Resonator

Inductors L1 L2 L3 L4 L5

Inductances 2.1nH 4.7nH 2.4nH 3.8nH 0.8nH
Capacitors C1 C2 C3 C4 -
Capacitances 0.3pF 0.2pF 0.001pF 2.2pF -

Fig. 5. (a) Structure of the second resonator, (b) LC model of the second resonator, and (c) simulated frequency 
response for the second resonator and LC model

ba

C
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V. Attenuator Design
The modified L-shaped structure has been used in the 

design of the suppressor unit. The proposed suppressor unit 
and the frequency response of the final filter are depicted 
in (Fig. 7a and b), respectively. The dimensions of this 
suppressor unit are as follows:

According to the results presented in (Fig. 7b), all 
parameters have been significantly enhanced. The insertion 
loss parameter is <0.1dB and the return loss is −22 dB. The 
stopband is from 2.42GHz up to 24GHz. The roll-off rate is 
also very significant.

VI. Results and Discussion
The filter is fabricated on a 20 mm thickness RO4003, 

(Fig. 8a). A comparison between the experimental and 
simulation results of the filter response is also depicted in 
(Fig. 8b). The filter dimension is 20.4 mm × 11 mm with an 
applicative cutoff at 2.4 GHz.

As seen in Table III, the most important factors in the 
filter response are defined and presented (Hayati, M., 
Abbasi, H., and Shama, F., 2014). It is clear from Table IV 

TABLE II
Computed Parameters for the Second Resonator

Inductors L6 L7 L8 L9

Inductances 3.71nH 5.7nH 3.2nH 0.2nH
Capacitors C5 C6 C7 C8

Capacitances 0.175pF 0.26pF 0.4pF 2.8pF

TABLE III
Filter Parameters Calculation Table

1


 
��

�
�





max min

s cF F

2
RSB Stopband bandwidth

Stopband center frequency
=

�
� �

3
SF Rejectionlevelinstopband

=
10

4
NCS PhysicalSize Length Width

g

�
( * )

� 2

5
�

�g
c ref

�
300

6
FOM RSB SF

NCS AF
�
� * *

*

TABLE IV 
Comparison Chart

Refs. Roll-off NCS (ƛg2) SF AF RSB FOM
3 26 0.0180 2 1 1.34 3872
4 40.2 0.0117 1.5 1 1.60 8246
6 36.3 0.0062 1.5 2 1.32 11543
7 10.5 0.0324 2 1 1.46 949
8 81 0.0170 2 1 1.72 16400
9 100 0.0320 2 1 1.59 4968
10 44 0.0150 2 1 1.63 4723
11 45 0.0200 4 1 1.48 13320
12 103 0.0612 2 1 1.56 5269
13 81 0.0180 2.2 1 1.46 13140
14 56.7 0.0133 2 2 1.64 6983
15 35.4 0.0199 2 1 1.70 6051
16 62 0.0120 2 1 1.73 17876
17 100 0.0170 2 2 1.49 9030
18 148 0.0300 2 1 1.68 16576
Proposed filter 850 0.0420 2 1 1.64 66380
AF: Architectural factor, RSB: Relative stopband bandwidth, FOM: Figure of merit, 
NCS: Normalized circuit size

Fig. 7. (a) Structure of the proposed suppression unit with other 
resonators and (b) the final filter frequency response.

b

a

Fig. 6. (a) Structure of the main and second resonator and (b) the main 
and the second resonator comparison.

b
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that the designed LPF has the best roll-off rate between the 
mentioned works. In addition, with a high RSB, appropriate 
normalized circuit size (NCS), and good suppression factor 
(SF), it has a significant figure of merit (FOM) within these 
published works. Consequently, by considering these defined 
and conventional factors, besides having a smooth frequency 
response in the passband with minimum ripples (the insertion 
loss is significantly <0.1 dB, and the return loss is better 
than 20 dB in this band), the designed LPF is an appropriate 
candidate to attenuate the radiated nth order harmonics on 
general wireless transmitters, which will be caused by non-
linear blocks such as local oscillators, mixers, and power 
amplifiers. It is also ideal for reducing video transmitter 
interferences to nearby 2.4 GHz receivers and would be 
deposited between the transmitter and antenna.

VII. Conclusion

The steps of designing, simulating, fabricating, and measuring a 
microstrip LPF using a combination of T-shaped and modified 
L-shaped resonators are shown. The designed filter has a wide 
stopband from 2.42 GHz up to 24 GHz. The insertion loss is 
obtained <0.1dB and the return loss is −22 dB.
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Abstract—This research examines the measurements of radiation 
detection and heavy metals in blood samples of leukemia and 
health groups using CR-39 nuclear track detectors and X-ray 
fluorescence. The results show that the minimum and maximum 
values of uranium contents found in leukemia blood samples 
of male (18 years) and female (55 years) patients, respectively. 
The concentration of heavy metals (Pb, Cd, and Ni) and radium 
contents is higher in leukemia blood samples, as compared with 
their concentration in healthy blood samples.

Index Terms–Uranium concentration, Heavy element, 
leukemia, CR-39, X-ray fluorescence.

I. Introduction
Natural uranium consists of three radioactive isotopes in the 
following proportions 234U 235U, and 238U, all of which are 
decayed through alpha- and beta-emissions (Abdulwahid, 
et al., 2020).

Once uranium enters the human body, the soluble part will 
reach the blood and accumulate to some degree in all organs. 
The major health concerns related to the presence of elevated 
levels of uranium are radiation effects and toxicity effects. As 
a heavy, metal uranium is toxic to humans and animals and, 
in addition, poses a potential health risk from external and 
internal radiation exposure (Konishi, et al., 2019).

Uranium (U) is a naturally occurring radioactive element or as 
a result of human activities. Plus, it is the heaviest ingredient that 
occurs in large quantities. On the other hand, its concentration 
is higher than other toxic elements and it is present in varying 
amounts in the environment (Zou, et al., 2011).

Uranium has side effects when inhaled or ingested. Studies 
involving humans and animals have shown that inhaled 
insoluble uranium particles can cause serious respiratory 
effects. According to the World Health Organization (WHO), 

approximately 2% of uranium that enters the body through 
ingestion is absorbed, but 98% is excreted through faces, and 
inhaled uranium can be absorbed into the blood by more than 
20% (WHO, 2011).

Heavy metals enter the body through our food and 
beverages (ingestion), the air we breathe (inhalation), and 
less frequently through what we touch (absorption). Certain 
metals may pose health problems if they are present at high 
enough concentrations. Measuring heavy metals in the body 
may help to determine whether or not they are harmful 
(Kortei, et al.,2020; Hussein, 2019).

Toxic elements in the body could pose long-term health 
risks due to chemical toxicity and radioactivity, depending 
on the pathway and extent of exposure to toxic elements 
which are a serious threat to the human health (Buxton, 
et al., 2019). Exposure to toxic prolonged exposure to lead 
(Pb), chromium (Cr), cadmium (Cd), copper Cu, and nickel 
(Ni) can cause deleterious health effects in humans, namely, 
chronic inflammatory conditions and a higher risk for several 
cancers, cardiac, and pulmonary and neurological diseases. 
This scenario has been aggravated by erroneous human 
intervention that has significantly changed their natural 
cycle and balance, causing abnormal accumulation and 
environmental pollution (Isabel, Mariana and Mónica, 2016).

Heavy metals can be detected in human fluids such 
as blood. The most common samples used to test heavy 
metals are blood because they best represent the substance 
(Mohsen and Abojassim, 2019). Insoluble heavy metals build 
up toxins in the human body that affect human life. Metals 
such as Pb, Cd, Ni, and Cu are very venomous accumulative 
metals that pose serious risks to the environment (Jae, Jang 
and Yu, 2022; Tiange, et al., 2021). Heavy metals can be 
considered one of the main sources of many health problems, 
as some minerals replace others in the body and thus affect 
the organic process in the human body (Dler, et al., 2022; 
Mohammed and Ahmed, 2017).

Blood is the body fluid that is usually examined as 
far as trace elements are concerned. The amount of trace 
element entering the bloodstream after absorption into the 
gastrointestinal tract depends on how chemically bound it is 
in the food substance (Kim, et al., 2021; Basu and Kulkarni, 
2014).
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Heavy metals are metals that cannot be readily degraded 
and therefore build up in vital human organs. This condition 
causes different degrees of illness depending on acute and 
chronic exposure. Low condensation of weighty metals 
causes harm to humans and other living creatures. There is 
not yet an efficient mechanism to remove it from the body 
(Mahugija, Kasenya and Kiluiya, 2018; Nah, et al., 2018).

Environmental pollution from toxic elements and the 
resulting long-term health effects are a great global health 
interest over the previous three decades, concerns about the 
effects of environmental pollution on public health have 
increased globally. Many health problems are linked to 
exposure to toxic elements, as people are exposed to toxic 
elements such as revolution (Ghorani, Riahi and Balali, 2016; 
Hussein, Jaafar and Ismail, 2013).

This study aims to detection the concentration of uranium 
and heavy metals (Pb, Cd, and Ni) in blood samples for 
leukemia patients and health groups at Erbil Governorate.

II. Materials and Methods
A. Samples Collection
The total number of blood samples for the leukemia 

patients and health group was 20 samples, female and male 
each one (ten samples). The blood samples for the leukemia 
patients group (ten samples) takes from the Nanakaly center 
of cancer in the Erbil governorate and the healthy group 
(ten samples) takes from the same governorate. The mean 
age of leukemia patients and health group is between 18 
and 55 years. Blood specimens of 3 mL was taken from 
each leukemia patient and healthy groups were kept in the 
icebox (4°C) and then transfer to advance laboratories for 
heavy element analysis using the X-ray fluorescence (XRF) 
technique. Blood specimens were dried at 37°C for 5 h in an 
electrical laboratory oven (Adhraa, et al., 2019).

B. Reflection XRF
The spectrometry of XRF is the choice of generality 

petrologists and geochemists to obtain powder analysis 
(Ismail, Hussein and Sardar, 2020). This technique is 
intended for the speedy specific and specific investigation of 
great, minor, and trace components in a broad diversity of 
test types that do not require extensive training or experience 
on the part of the analyzer (Sergiusz, et al., 2021). To dry 
samples, the blood samples were heated with an electric 
heating incubator at 37°C for 6 h. The samples were placed 
in the chamber and measured with a 20 mm diaphragm under 
a vacuum (Rasha and Raghad, 2020). The spectrometer main 
unit consists of the sample chamber and the block unit. The 
chemical compositions of the samples were then measured 
from a computer program, as shown in Fig. 1.

C. CR-39 Nuclear Track Detectors
After collecting the blood samples from the patients and 

the healthy group, blood specimens were dried at 37°C for 
5 h in an electrical laboratory oven (Hussein, 2015). The 
samples were put in the end of PVC tubes equipped with the 

nuclear track detector type CR-39 (Hussein, et al., 2013b). 
All detectors were steady at the top end of PVC tubes with a 
diameter of 1.5 cm and a length of 6 cm, as shown in Fig. 2, 
all tubes were stored for about 90 days in the Research 
Center of Physics Laboratory. The chemical etching method 
contained 6.25N of Na OH, distilled water, and a water 
bath was used for warming the etching at 70°C for 8 h. The 
detector is hung in Na OH by fixing the attached wire, on 
the cover or at the edge of the beaker, keeping the detector 
for the requisite time and the solution was shacked regularly 
during the time of etching (Adhraa, et al., 2019).

D. Calculation
To estimation of uranium concentration (ppm). We can 

obtain the uranium concentration in the samples by dividing 
WU on the weight of the dry samples

C ppm
W
WU
U

S
    (1)

Also, we calculate the weight of uranium by equation 
(Elzain, 2014).

W
N A
NU
U U

av
=  (2)

Where, (𝑁𝑈) is number of the sample at secular equilibrium 
can be obtained according to Podgorsak, 2005, AU is the mass 
number of 238U, and Nav is Avogadro’s number.

III. Results and Discussion
Table I shows that the personal profile of patients, it is 

including location, age, and gender, also shows the results 
of uranium concentrations in blood samples for leukemia 
patients of Erbil governorate. The maximum and minimum 
uranium concentration in blood samples of leukemia 
patients was 1.15 ± 0.02 ppm for a female (55 years) and 
0.12 ± 0.03 ppm for a male (18 years), respectively, and the 
average rate is 0.668 ± 0.28 ppm.

Table II shows the range value for uranium concentration 
of blood samples for the healthy group varied from 
0.014 ± 0.002 ppm to 0.072 ± 0.008 ppm. The average value 
of uranium concentration in blood samples for leukemia 
patients is higher than the healthy group, as shown in 
Fig. 3, and this finding is in agreement with those of other 
researchers (Al-Hamzawi, Jaafar and Tawfiq, 2015).

Table III represents the average value of uranium 
concentration in the blood samples of male and female 
leukemia patients and healthy groups. From this table, 
the average value of uranium concentration of male and 
female leukemia patients group is 0.57 ± 0.03 ppm and 
0.76 ± 0.02 ppm, respectively, while the average value 
of uranium concentration of male and female for the 
healthy group is 0.026 ± 0.08 ppm and 0.039 ± 0.05 ppm, 
respectively. The results showed that the average values of 
uranium concentration for female leukemia patients and 
healthy groups are higher than those for males. This is 
because the total blood volume in females is 4–5 L, while in 
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males is 5–6 L (Basu, and Kulkarni, 2014). Results showed 
statistically significant in the uranium concentration with 
regard to gender in both groups (p < 0.05).

The heavy elements (Pb, Cd, and Ni) are investigated in 
the blood of 20 volunteers including ten samples for each 
leukemia patient and healthy group using the XRF technique. 
The heavy elements in blood samples for both groups are 
concise in Tables IV and V.

The average concentration of heavy elements of the 
leukemia patients (Pb, Cd, and Ni) was found 12.32 ± 1.2 ppm, 
3.61 ± 0.2 ppm, and 5.17 ± 0.8 ppm, respectively. From 
Table V average concentration of heavy elements of the 
healthy groups (Pb, Cd, and Ni) was found 6.67 ± 0.26 ppm, 
1.39 ± 0.04 ppm, and 2.04 ± 0.085 ppm, respectively.

The result shows that heavy elements (Pb, Cd, and Ni) are 
higher in the leukemia patients than in the healthy groups 

and element (Pb) value for leukemia patients and healthy 
groups is higher than (Cd and Ni) elements, as shown in 

TABLE I
Uranium Concentration in Blood Samples of the Leukemia Patients

Sample Gender Age (year) Location Uranium concentration in (ppm)
1 Male 18 Daratu 0.12±0.03
2 Female 20 Kaznazan 0.32±0.04
3 Male 22 Shaqlawa 0.38±0.01
4 Female 23 Mergasor 0.56±0.02
5 Female 45 Hanara 0.88±0.05
6 Male 26 Soran 0.74±0.09
7 Female 54 Maxmur 0.92±0.02
8 Male 30 Choman 0.82±0.04
9 Male 28 Soran 0.79±0.03
10 Female 55 Heran 1.15±0.02

Average 0.668±0.28
Maximum 1.15±0.02
Minimum 0.12±0.03

TABLE II
Uranium Concentration in Blood Samples for Healthy Group

Sample Gender Age (year) Location Uranium Concentration in (ppm)
1 Male 44 Daratu 0.034±0.004
2 Female 48 Kaznazan 0.018±0.007
3 Male 55 Shaqlawa 0.072±0.008
4 Female 36 Mergasor 0.026±0.004
5 Female 29 Hanara 0.024±0.005
6 Male 33 Soran 0.015±0.009
7 Female 25 Maxmur 0.022±0.006
8 Male 27 Choman 0.014±0.002
9 Male 52 Soran 0.064±0.008
10 Female 40 Heran 0.042±0.001

Average 0.033±0.006
Maximum 0.072±0.008
Minimum 0.014±0.002

TABLE III
The Average Uranium Concentration in Blood Samples for Males and 

Females

Groups Gender Uranium concentration 
(ppm)

p-value

leukemia patients group Male 0.57±0.03 0.001
Female 0.76±0.02

Healthy group Male 0.026±0.08 0.001
Female 0.039±0.05

Fig. 1. X-ray fluorescence illustrates the sample chamber with their computer program.

Fig. 2. Diagram of container for measuring uranium concentrations.

Fig. 3. Comparison of the uranium concentration between the leukemia 
patient and healthy groups.
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Fig. 4. The heavy elements concentrations in the blood of 
leukemia patients are increased by inhalation of airborne dust 
particles and exposure to radioactivity released and taking a 
radiation dose.

In addition, Fig. 5 appears that the rate of Pb in blood 
is 59% and is higher than that of Cd, and Ni, because the 
majority of lead concentrations found in the environment 

are the result of human activities. Lead pollution at the local 
level results from emissions from cars using leaded gasoline, 
lead is still used in gasoline in many Middle Eastern 
countries, including Iraq. This result is consistent with 
another investigator in another country (Khoder, Al Ggamdi 
and Shiboob, 2012; Stojsavijevic, et al., 2020).

Table VI appears the average value of the heavy elements 
in the blood of male and female leukemia patients group, in 
this table, the average rate of heavy elements (Pb, Cd, and 
Ni) of the male leukemia patients group is11.41 ± 2.82 ppm, 
3.44 ± 0.22 ppm, and 4.89 ± 0.14 ppm, respectively. 
Furthermore, in this table, the average value of the 
heavy elements (Pb, Cd, and Ni) of the female leukemia 
patients group is 25.13 ± 3.18 ppm, 3.79 ± 0.65 ppm, and 
5.45 ± 0.12 ppm, respectively. The results should compare 
with other articles obtained that the rate amount of heavy 
element for the male group is lower than for the female 
group. This is because the volume of the total blood in males 
is higher than, while in females, and also differences in red 
blood cell hemograms. Results showed statistically significant 
in the heavy metals concentration with regard to males and 
females in both groups p < 0.05.

IV. Conclusions
In this research, the uranium concentration and heavy 
elements (Pb, Cd, and Ni) were measured in blood samples of 

TABLE IV
Heavy Elements Concentrations in Blood Samples of the Leukemia 

Patients

Sample Gender Age (year) Pb Cd Ni Smoking 
Habited

1 Male 18 10.55 3.12 4.67 S
2 Female 20 11.28 3.24 4.86 N
3 Male 22 10.55 3.52 5.08 N
4 Female 23 11.78 3.65 5.12 S
5 Female 50 9.28 3.06 4.98 S
6 Male 26 8.92 2.66 3.88 N
7 Female 54 15.12 4.22 5.88 S
8 Male 30 14.92 3.98 5.78 S
9 Male 28 12.87 3.92 5.04 N
10 Female 55 18.82 4.78 6.42 S

Average 112.32±1.26 3.61±0.2 5.17±0.8
Maximum 18.82 4.78 6.42
Minimum 8.9 2.66 3.88

TABLE V
Heavy Elements Concentration in Blood Samples for Healthy Groups

Sample Gender Age (year) Pb Cd Ni Smoking 
habited

1 Male 44 4.92 0.84 0.98 N
2 Female 48 5.34 0.92 1.22 N
3 Male 55 5.84 1.61 2.42 N
4 Female 36 6.08 1.27 2.48 N
5 Female 29 7.94 2.12 2.82 N
6 Male 33 6.44 1.68 2.34 N
7 Female 25 10.12 2.22 2.78 N
8 Male 27 7.33 1.84 2.38 N
9 Male 52 8.62 1.12 1.92 N
10 Female 40 4.15 0.32 1.12 N

Average 6.67±0.26 1.39±0.04 2.04±0.085
Maximum 10.12 2.22 2.82
Minimum 4.15 0.32 0.98

TABLE VI
Heavy Element in Blood for Males and Females of Leukemia Patients 

Group

Elements Statistical rate Male Female
Pb Minimum 8.9 18.28

Maximum 14.92 28.9
Mean±standard error 11.41±2.82 25.13±3.18
p<0.05-(0.001)

Cd Minimum 2.66 3.06
Maximum 3.98 4.78
Mean±standard error 3.44±0.22  3.79±0.65
p<0.05-(0.001)

Ni Minimum 3.88 4.67
Maximum 5.78 6.42
Mean±standard error 4.89±0.14 5.45±0.12

p<0.05

Fig. 4. Comparison heavy elements for leukemia patients and healthy 
groups.

Fig. 5. The rate heavy element in leukemia patients.
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leukemia patients and healthy groups in the Erbil governorate. 
The results obtained show that uranium concentrations in the 
blood samples of the leukemia patients group are higher than 
those of the healthy group. Heavy metals can be considered 
one of the main causes of many health problems. The result 
shows that the heavy elements rate in blood was higher in 
the leukemia patients than in the healthy groups. The result 
also obtained that the average rate of the heavy element (Pb, 
Cu, and Ni) in the blood samples from female leukemia 
patients is highest than males. The statistical results approved 
that the uranium concentration and heavy metals significantly 
changes (p < 0.05) with gender type in both groups.
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Abstract—The usability and scalability of Internet of things 
(IoT) technology are expanding in such a way that they facilitate 
human living standards. However, they increase the vulnerabilities 
and attack vectors over IoT networks as well. Thus, more security 
challenges could be expected and encountered, and more security 
services and solutions should be provided. Although many security 
techniques propose and promise good solutions for that intrusion 
detection systems (IDS)s still considered the best. Many research 
works proposed machine learning (ML)-based IDSs for IoT attack 
detection and classification. Nevertheless, they suffer from two main 
gaps. First, few of the works utilized or could analyze an up-to-date 
version of IoT-based attack behaviors. Second, few of the works can 
work as multi-class attack detection and classification. Therefore, 
this work proposes an intelligent IDS (IIDS) by exploiting the ability 
of ML algorithms to classify and identify malicious from benign 
behaviors among IoT network packets. The methodology of this 
work investigates the efficiency of three ML classifier algorithms, 
which are K-Nearest Neighbor, support vector machine, and 
artificial neural network. The developed models have been trained 
and tested as binary and multi-class classifiers against 15 types of 
attacks and benign. This work employs an up-to-date dataset known 
as IoT23, which covers millions of malicious and benign behaviors 
of IoT-connected devices. The process of developing the proposed 
IIDSs goes under different preprocessing phases and methods, such 
as null value solving, SMOTE method for the imbalanced datasets, 
data normalization, and feature selections. The results present IIDSs 
as good binary and multi-class classifiers even for zero-day attacks.

Index Terms—Internet of things networks, Intrusion 
detection system, Machine learning, Intelligent attack 
classification, and identification.

I. Introduction
Network technology has mostly oriented toward a new 
trend called the Internet of Things (IoT). Based on this 

technology, connected devices can communicate with each 
other independently with or without human permission 
(Nagisetty and Gupta, 2019). Although the scalability 
indicator of networks has been improved with IoT, new 
challenges have been encountered and measured especially in 
the ones that are related to networks’ security or connected 
devices’ security. Some of the security challenges are related 
to energy consumption (Malik and Dutta, 2022) and others 
are related to the system environment of the IoT applications 
(Ho, 2022).

There are many reasons that make the devices connected 
over IoT networks be considered vulnerable more to 
attacks and intruders. Most devices are having resource 
limitations, such as power and memory limitations. With 
such limitations, the security tools could not work efficiently 
as they depend on complex algorithms. Another reason for 
vulnerability is the inability to build some security standards 
for connected objects among IoT vendors. IoT devices have 
been manufactured by many vendors and companies and 
each of them follow specific security standards. All these 
reasons increase the number of attacks and threats over IoT 
networks and expand the vulnerabilities and attack surfaces 
(Nawir, et al., 2016). Due to that most researchers are 
focusing on and addressing these open problems, and they 
are investigating machine learning (ML) techniques and tools 
for building classifier models to distinguish benign from 
malicious behaviors of packets that flow over IoT networks 
(Chen, et al., 2018; Saharkhizan, et al., 2020).

ML techniques have great abilities for detecting and 
classifying objects. They depend on analyzing some 
predefined behaviors or attributes, numerically, then mapping 
them to a class among some available classes (Radivilova, 
et al., 2019). To build any classifier models, all ML techniques 
should follow two phases, which are the training and testing 
phases. Although both phases are important for getting a 
perfect classifier model, the training phase needs more work 
and must be more focused. This is because the training phase 
teaches the ML model through a use of a training dataset, and 
when collected, such datasets need much preprocessing work 
that, if not done, it influences negatively on the accuracy 
rate of the ML classifiers (Sanmorino, 2019). Therefore, one 
of the questions that this work wants to investigate is about 
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the possibility of improving the accuracy rate of classifier 
models through preprocessing steps. This question has been 
investigated in the security field of IoT networks, especially, 
using a new training dataset called (IoT-23) (Parmisano, 
Garcia and Erquiaga, 2020). Based on best knowledge of 
this work, the concept of the attack classification over IoT 
has been mentioned for the first time in the book (Giusto, 
et al., 2010). Since then, many works have been conducted 
and many investigations have been published (Kareem and 
Jasim 2022; Kumari and Mrunalini, 2022; Li, Rios and 
Trajković, 2021). Although the methodology that followed by 
those works and many other works depended on employing 
one of the ML techniques for training and evaluating the 
classifier model and then comparing the obtained results with 
results of some other works, many influenced parameters on 
the accuracy rate have not been investigated yet. Therefore, 
research projects in this field still not saturated. Besides that, 
most of the conducted research projects utilized some training 
datasets that were already collected though monitoring 
non-IoT networks (Tabassum, et al., 2021; Tabassum et al., 
2022). Therefore, among the aims that this work wants to 
focus is, firstly, evolving a most recent collected dataset for 
attackers over IoT networks. Secondly, to investigate many 
preprocessing techniques against three ML algorithms to find 
out the best and more efficient classifier models that could be 
used for attack and malicious detection over IoT networks.

II. Work Contributions
As mentioned in Section 1, the main objective of this work 

is to build intelligent intrusion detection systems (IIDSs)-
based classifier model that can detect and identify attacks 
by analyzing the packet behaviors of IoT-based networks. 
The main contributions of the work could be summarized as 
below:
1) The work focuses on the most recent dataset (IoT23) that 

is purely related to IoT-based attacks and benign behaviors 
excluding behaviors of the traditional networks.

2) The work focuses on analyzing fifteen types of attacks 
through training the proposed IIDS model on the dataset 
that mentioned in point (1). The focused type of attacks is 
up-to-date attacks and mostly related to behavior flow of 
the IoT-based network packets.

3) Few of works were conducted research projects on analyzing 
IoT-based behaviors using ML-based classifier models as 
IIDS binary and multiclass calcification.

III. Related Works
During the review process, it has been found that 

classifying attacks over IoT-networks depends on a variety of 
orientations, such as the type of the utilized ML techniques, 
dataset types and versions, types of the preprocessing 
techniques, and the performance indicators that used for 
evaluating the efficiency of the exploited ML algorithms. 
The orientation that covers the type of ML presents the 

most important ML techniques that have been proposed by 
authors of the previous works as detection and classification 
models. The review presents, as well, the advantages and 
disadvantages of each technique in the viewpoint of the 
authors. Another focus of this study could be on the types 
of datasets used for training and testing ML models. More 
orientations are available, such as Feature selection, Data 
normalization, and/or data encoding. Finally, several studies 
could be categorized based on the utilized performance 
indicators to measure the efficiency of ML algorithm. In 
the subsequence sections, many articles have been reviewed 
based on these orientations.

Despite of diversity in investigating the ability of ML 
techniques in classifying IoT-based attacks, most researchers 
agree that expanding the scalability of networks makes 
connection of new devices to the internet or IoT-based 
networks becomes more vulnerable than before. It is true 
that such expansion makes networks be important for our 
daily life and increases the capability of connecting more 
devices. Nevertheless, the expansion increases the number 
of the cyber-attacks over the networks as well, especially 
over the IoT-based networks as they have limited resources 
and capabilities. The most important problem is detecting 
zero-day attacks, which means detecting new patterns 
or policies of attacks. To overcome this problem, most 
researchers investigated ML algorithms to build intelligent 
detection models that can classify new patterns of attacks 
through learning from known similar patterns. However, 
there is a disparity over the ability of the ML algorithms as 
each previous work has proposed a specific algorithm and 
has justified its ability. Therefore, reviewing those works is 
necessary.

In general, there are two types of ML algorithms. The first 
type of ML algorithm is known as classical or conventional 
algorithms; however, there are some other techniques known 
as deep learning algorithms (Picon Ruiz, et al., 2020; Sewak, 
Sahay and Rathore, 2018). The classical ML algorithms 
are less complex than the deep learning ones. Although, 
algorithms in both categories are utilized in different 
works as attacks classification or identification, this work 
focuses more on the classical ML algorithms as the second 
type of algorithms needs less resources than deep learning 
algorithms.

A. Artificial Neural Network (ANN)
The first ML algorithm that could be considered a most 

distinguished technique is ANN. The ANN algorithm has 
been utilized by (Soe, et al., 2019) to build an IDS. The 
author of that work argued that building an ANN model to 
detect different type of attacks is not sufficient. Instead, the 
work proposed sequential ANNs in which for each type of 
attacks an ANN has been designed and developed. Although 
the paper showed good and high accuracy rate, the structure 
of such model needs to be updated and a new ANN mast 
be added to the sequence when a new type of attack or a 
zero-day attack comes to the live. ANN is considered as 
a supervised learning algorithm that could be utilized as 
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classifier model. This fact has been used in (Hanif, Ilyas and 
Zeeshan, 2019) to build an attack detection over IoT-based 
networks. The work showed that results of a 10-fold cross-
validation reach to 84%, which somehow is not good enough. 
Moreover, the versions of the datasets that have been utilized 
for training the proposed ANN are going back to 1999 and 
2015 which, somehow, are not up to date enough. Another 
work that focused on ANN to classify attacks over IoT-
based networks has been proposed by (Fatayer and Azara, 
2019). The work argued that IoT-based networks needs more 
security as different types of attacks can easily penetrated 
them. The work built an ANN model to detect many attack 
types and the work obtained a very good accuracy (97%). 
However, the work also utilized an old version of dataset 
(KDD CUP 99), in which, the behaviors of traditional 
networks have been analyzed and the ANN model cannot be 
evaluated with recent behaviors of IoT-based attacks. There 
are many recent works that focused on the ANN based attack 
classification (Gopi, et al., 2021; Churcher, et al., 2021; 
Mehmood, Khan and Elhadef, 2022) to classify attacks over 
IoT-based networks. However, a part of them focused only 
on one type of attack, other works focused on many types 
of attack through utilizing some outdated version datasets. 
Therefore, it is very necessary to investigate the efficiency of 
the ANN against classifying the most recent behaviors of the 
devices that connected to the IoT-based networks as binary 
or/and mutli-class based classifier models.

B. K-Nearest Neighbor (KNN)
Another type of the supervised learning algorithm is 

called KNN. This type is somehow considered as a lazy 
learner supervised algorithm as the training phase of this 
algorithm takes place while the prediction phase is stared 
(Churcher, et al., 2021). Many recent works utilized KNN 
as classifier model for detecting attacks over IoT-based 
networks. However, based on the best of our knowledge, the 
work (Li, et al., 2014) was the first that utilized the KNN 
algorithm for attacks and penetrating detection over IoT-
based networks. The work proposed the KNN to distinguish 
intruder sensors over the sensor networks through keeping 
the authorization of connected objects. One of the most 
recent works that utilized KNN for IoT-based network 
attacker is (Iman, 2022). The work proposed the KNN 
algorithm and argued detecting DDoS attacks over IoT-based 
networks with minimum consuming of energy. Although the 
work presented 99% as accuracy rate, the test of the work 
simulated in SDN environment and it focused only on one 
type of attack over IoT-based networks. Another recent 
work that utilized KNN for classifying IoT attacks has been 
trained with Bot-IoT dataset (Alfarshouti and Almutairi, 
2022). The work also presented a taxonomy on the IoT-based 
attacks. The taxonomy work categorized the available attacks 
based on their relationship with each layer. Another recent 
work (Islam, et al., 2022) focused on the IoT-based attacks 
considering banking systems as an environment case. The 
work showed that KNN can detect malicious activities up 
to 98.7%. The work only focused on DDoS attack. Another 

work that utilized KNN (Aslam, et al., 2022) was depended 
on adjusting some ML algorithms in the SDN environment 
and focused on the real-time sniffing packets. The work 
showed 99% of accuracy and concluded that using SDN 
controller could be more studied in the future for detection 
models. However, the work proposed a model to detect 
phishing attack as a future work. This means that single 
detection attack always needs to be updated when a new type 
of attacks comes to the live. Therefore, one of the objectives 
that addressed by this work is to propose a KNN that could 
be trained over classifying and detecting most recent type 
of attacks that penetrating IoT-based networks, not only one 
attack type.

C. Support Vector Machine (SVM)
SVM is another supervised ML algorithm that could be 

used for classification, regression, and outlier detection. 
In the field of IoT-based attack classification, SVM has 
more frequently used as a common ML algorithm. A recent 
work that utilized SVM to build an attack detection system 
over IoT-based networks has depended on Bot-IoT dataset 
(Alfarshouti and Almutairi, 2022). The work made a 
comparison between the results that have been obtained from 
their proposed SVM model with another type of detection 
model that designed using KNN classifier algorithm. More 
recent works have utilized SVM as detection method (Islam, 
et al., 2022). The work investigated one type of the IoT-
based attacks, which is DDoS. The work argued that banking 
system is one of the important environments that should be 
kept more securable against IoT attacks, especially, DDoS 
attack which denies bank servers to serve authorized users. 
The work (Islam, et al., 2022) utilized banking dataset for 
training the suggested algorithms. Results of the work 
showed that 99% of the accuracy could be obtained with 
SVM. Most datasets that used for training the attack detection 
have complex dimensionality. Therefore, most works 
employed a process called feature selection for reducing 
the dimensionality size of the training dataset. A most 
recent work (Majeed Alhammadi, 2022) utilized principle 
component analysis (PCA) as a feature selection method to 
reduce the dimensionality of the training dataset to build a 
SVM-based attack detection model. The work depended on 
the outdated version of the intrusion behavior dataset, which 
known as NLS-KDD and contains 41 attributes. Another 
work compared the performance of the SVM with decision 
tree on two types of attacks (DDoS and Code Injection). The 
work proposed an intrusion detection system for attacks over 
IoT-based networks in smart city applications. They focused 
also on a comparison between two types of feature selection 
(constant removal and recursive feature elimination). The 
performance of SVM that obtained in that work was 98%. 
The summary of the research works that have been reviewed 
throughout sub-sections 3.1, 3.2, and 3.3 could be illustrated 
in Table I, which somehow summarizes the differences 
between the most reviewed works with this work.

Table I shows some differences that distinguish 
methodology of this work with methodology that followed 
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by some previous works. The distinction of the work 
methodology of this work could be summarized as below:

This work investigates three common ML algorithms, 
which are ANN, KNN, and SVM. There are other works 
already employed these ML algorithms; however, based on 
the best knowledge of us, they have been utilized in different 
fields or for different topics.
1. Most of the reviewed works have utilized the ML algorithms 

that mentioned in (1) with outdated detests or with non-IoT 
based datasets. However, this work focused on the IoT23 
dataset that could be considered as a most recent dataset for 
analyzing behaviors of IoT-connected devices.

2. Most reviewed works have been developed as binary 
classification, which means distinguishing behaviors of one 
type of attack with begin behaviors. However, this work 
develops binary classification and mutli-class classification.

3. With the present work, more than 15 types of attacks have been 
included for developing a multi-class classification model.

4. One of the major differences between this work and reviewed 
works is classifying zero-day-attacks as malicious behavior 
based on the behaviors of some known attacks.

It is important to consider all above-mentioned points 
together to highlight the differences between this work and 
most reviewed previous works. Because considering each 
difference individually decreases the difference and the gap 
between this work and previous works.

IV. Materials and Methods
In this section and the subsequence sub-sections, the 

methodology and the materials that have been unitized by 
this work will be explained. Fig. 1 shows the framework of 
this project.

A. Dataset
This work utilizes the IoT23 dataset for training and 

testing the proposed IIDS. The work imports the dataset from 
(Garcia, Parmisano and Erquiaga, 2020), in which, records 
in this dataset represent benign and malicious behaviors of 
packets that flow over IoT-based networks. In the dataset, 
there are three groups or scenarios of benign behaviors and 
20 groups or scenarios of malicious behaviors. Whether a 
behavior is benign or malicious, it consists of 21 features or 
attributes. The last feature is the label which represents the 
class of the correspondence behavior.

Behaviors in the IoT23 dataset could be labeled as 
benign or malicious when the goal is developing a binary 
classification. However, the dataset has been prepared for 
developing a multi-class classification as well, because a 
behavior in the dataset may has different attack classes. As 
an example, there are two different labels of attack (C&C 
and PartOfAHorizontalPortScan); however, a class of attack 
comes with label (C&C -PartOfAHorizontalPortScan), 
which means that this class is belong to a flow contains 
malicious activities from both type of attacks. Below are 
the description of each attack type and Table II shows the 
name of the available classes and the number of each class’s 
observations.
1. Attack: This type of attack could be encountered when an 

infected device attacks another host, and it tries to take an 
advantage of a vulnerability.

2. Benign: Is a device which no suspicious or malicious 
activities detected from its flow over network

3. C&C: Is a command and controlled server that an infected 
device can connect to and control it. The infected device 
was connected to a CC server.

TABLE I
The Work Review Summary

Reference ML tools Datasets Binary or multiclass Number of attacks
Soe, et al., 2019 ANN N-BaIoT Multiclass 2
Hanif, Ilyas and Zeeshan, 2019 ANN UNSW-15 Binary 1
Fatayer and Azara, 2019 ANN KDD CUP 99 Binary 1
Iman, 2022 KNN SDN simulation Binary and DDoS 1
Islam et al., 2022 SVM Bot-IoT Binary and DDoS 1
Majeed Alhammadi, 2022 STV and DT NLS-KDD Multiclass 2
This work ANN, KNN, and SVM IoT-23 Binary and multiclass 8
ML: Machine learning, ANN: Artificial neural network, SVM: Support vector machine, DDoS: Distributed denial of service, KNN: K-nearest neighbor 

Fig. 1. The framework of the Internet of things attack classification and 
identification.
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4. DDoS: Is a Distributed Denial of Service attack that an 
infected device lunch a malicious activity to penetrate 
another device.

5. FileDownload: Is encountered when a file is being 
downloaded to an infected device.

6. HeartBeat: with this attack the track of the infected host by 
the C&C server will be sent through a packet.

7. Mirai: The connections have characteristics of a Mirai botnet.
8. Okiru: The connections have characteristics of a Okiru 

botnet.
9. PartOfAHorizontalPortScan: A horizontal port scan has 

been lunched by infected device to gather information for 
performing further attacks.

10. Torii: The connections have characteristics of a Torii botnet.

The imported dataset has a size of 20 GB. The dataset 
has been distributed over 23 folders; three of them are 
representing the benign datasets and the rest of 20 folders are 
representing the malicious activates over IoT-based networks. 
Inside each folder, there is a conn.log file (this is the Zeek 
conn.log file obtained by running the Zeek network analyzer 
using the original pcap file), and the file is containing the 
flow activities. Files in all folders focus on the same number 
of features, which are 23 features, including the target label 
feature, as shown in the Table III.

The flow activities in each file have not specified for 
a single type of attack, in the contrast, each file contains 
different malicious activities of IoT malwares.

B. Data Preprocessing
As shown in the Fig. 1, four main preprocessing activities 

have been utilized by this work and have been applied on the 
imported dataset. The pre-processes are:
1. Removing the null values and features with zero impact
2. Coding and encoding
3. Data balancing
4. Normalization.

For the first preprocessing, null values in the employed 
dataset have been handled. Three features in the imported 
dataset are empty and without any records, which means all 
cells in these three attributes have null value records. Those 
three features are local_orig, local_resp of connection types, 
and tunnel parents (No. 13, 14, and 21 in the Table III). 
These three features have been removed from the selected 
feature list, because null value methods cannot be applied on 
a feature that totally empty.

The process of feature selection will exclude other features 
as well. There are many features having zero impact on the 
classification process, which are feature no. 1 and feature 
no. 2 in the Table III. History is another feature which this 
work decided to delete it, as it describes only the history of 
conn_state. This work removes all these features as shown in 
Table IV.

IoT 23 dataset includes three numerical features that 
include missing value which are Duration, Origin Bytes 
and Respond Bytes (No. 9, 10 and 11). Although some 
categorical features also include missing value, they have not 
been dealt as missing value. For example, in Service variable 
the symbol (-) means no service is available and it has been 
replaced as (Nos) value as an indicator that this value shows 
that there is no service rather than considering it as a null or 
missing value. Class-based mean method is used to handle 
the null values in this method. The mean value of a variable 
is used to replace missing values, and missing values for 
benign and malicious observations within the same variable 
are computed separately (Lee and Zeng, 2008). Finally, the 
removing process also covered the duplicated observations. 
The output of this process reduces the dimensionality of the 
dataset. The number of features that remains in the dataset 
becomes 15 features.

The dataset needs Feature Encoding as it has six categorical 
features after applying the null value cleansing process on 
the dataset. Those categorical values should be changed 
to numerical variables. The process of encoding includes 
three steps (Label Encoding, Encoding categorical features, 
and IP Address Encoding). The labels of IoT 23 dataset are 
categorical values and must be encoded to numerical values 
for ML algorithms. As this study implements three classifiers 
(KNN, SVM, and ANN), the work requires two forms of 
Label-Encoding for identification. Ordinal encoding is used 
for (KNN and SVM) classifiers (as indicated in Table IV), 
while One Hot Encoding is used for (ANN) classifiers. Since 
in binary classification, the same label encoding is used for 
all classifiers, with 0 being assigned to benign label values 
and 1 to malicious values.

In Encoding Categorical Features, three categorical 
features of IoT 23 dataset (Protocol, Service and conn-state) 
encoded using frequency encoding, which according to this 
method, each value in a categorical feature must be modified 
with the total count or frequency of the value.

The two variables (id. orig_h Address, id. resp_h Address) 
of IoT 23 dataset are IP Address format, and they have been 
encoded to numerical format using IP Splitting method. 
According to this method, an IP address will be divided into 
four distinct octets number, in which each octet number will 

TABLE II
Number of Flows for Each Attack Class in the Dataset

Serial number Label Flows
1 Benign 30,864,692
2 Attack 9,398
3 DDoS 19,538,713
4 Part of a horizontal port scan 213,852,924
5 Part of a horizontal port scan-attack 5
6 Okiru 60,990,708
7 Okiru-attack 3
8 File download 18
9 C and C 21,995
10 C and C-heart beat 33,673
11 C and C-file download 53
12 C and C-heart beat-attack 834
13 C and C-heart beat-file download 11
14 C and C-part of a horizontal port scan 888
15 C and C-Torii 30
16 C and C-Mirai 2

Total 325,313,947
DDoS: Distributed denial of service



 ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X

http://dx.doi.org/10.14500/aro.11124 131

be assigned to a distinct variable. It means, the attribute of 
IP address will be converted to four distinct variables. In 
this way, this work encoded both the source and destination 
IP addresses, and as a result eight new variables have been 
added to the list of features. The two IP address variables in 
32-bit address format were then removed.as shown in Fig. 2.

The third preprocessing step is balancing dataset. 
The IoT23 dataset is imbalanced in the number of the 
observations, it has in reference to each class. Based on 
the number of observations per classes, classes could be 
categorized into three main groups. The first group covers 
those classes that having millions of observations (number 

1, 3, 4, 6 in the Table I). The second group is those classes 
that having thousands of observations (2, 9, and 10 in the 
Table I), and third group is those classes that having <1000 
observations (5, 7, 8, 11, 12, 13, 14, 15, and 16 in the 
Table I). Fig. 3 clearly shows the imbalanced status of the 
dataset. This work achieves the process of balancing the IoT-
23 dataset through two phases. At the first phase, the work 
reduces the gap that exists among the attack’s classes in the 
number of observations that they have. To achieve that this 
work randomly picks 2000 samples from the first and second 
groups of attack’s class in the IoT-23 dataset.

The second phase for illuminating the imbalances in the 
dataset is applying the SMOTE algorithm to the third group 
of attack’s class to rise the number of the observations in all 
attack’s classes up to 2000. The SMOTE method is a statistical 
technique, and it stands for Synthetic Minority Oversampling 
Techniques. According to recent research work (Wongvorachan, 
He, and Bulut, 2023), SMOTE uses for increasing the 
number of cases in a dataset for balancing purposes. It uses 
for increasing the number of cases in a dataset for balancing 
purposes. The technique works through generating new cases 
from the existing minority instances. The main condition that 

TABLE III
Name and Description of Features

# Feature Description
1 Time Time for flow starting
2 uid Unique ID
3 id.orig-h Source IP address
4 id.orig-p Source port
5 id.resp-h Destination IP address
6 id.resp-p Destination port
7 Protocols Transaction protocol: icmp, udp, tcp,
8 Service dhcp, dns, http, irc, ssh, ssl
9 Duration Total duration of flow
10 orig_bytes Number of payload bytes the originator sent
11 resp_bytes Number of payload bytes the responder sent
12 conn_state Connection state. Possible values are found in Table III
13 local_orig T if the connection originated locally and F if it originated remotely
14 local_resp T if the connection is responded locally and F if it is responded remotely
15 missed_bytes Number of bytes missed in content gaps, which is representative of packet loss
16 History State history of connections as a string of letters. The letter is uppercase if it comes from the 

responder and lowercase if it comes from the originator. Possible letters can be seen in Table IV
17 orig_pkts Number of packets that the originator sent
18 orig_ip_bytes Number of IP level bytes that the originator sent
19 resp_pkts Number of packets that the responder sent
20 resp_ip_bytes Number of IP level bytes that the responder sent
21 Tunnel parents The connection’s ID, if it was tunneled
22 Label Whether the capture was normal or malicious
23 Detailed_label Identify the malicious capture type

Fig. 2. IP splitting example.

Table IV
Ordinal Encoding of the Labels of Internet of Things 23 Dataset for 

K-Nearest Neighbor and Support Vector Machine Models

Labels Encoded label
C and C 1
C and C-heart beat-attack 2
C and C-Part of a horizontal port scan 3
Attack 4
C and C-heart beat 5
DDoS 6
Okiru 7
Part of a horizontal port scan 8
Part of a horizontal port scan-attack 9
Okiru-attack 10
File download 11
C and C-file download 12
C and C-heart beat-file download 13
C and C-Torri 14
C and C-Mirai 15
DDoS: Distributed denial of service
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SMOTE has is the implementation of the technique should not 
change number of the majority cases. The technique should 
inset just copies of the existing cases. Instead, the technique 
takes samples from the feature space of each targeted class 
and its nearest neighbors. Finally, the SMOTE will be applied 
to entire dataset; however, it only increases the percentage of 
minority cases.

Focusing on the IoT23 dataset, Fig. 3 shows the 
imbalanced status of the dataset before processing the dataset 
under the SMOTE algorithm, and Fig. 4 shows the output of 
the SOMT method.

Finally, this work applied the normalizing method on the 
dataset to put records in all remain features in the same 
range. This work uses the min-max normalization method. 
This process can speed up the training and testing phases of 
the classifier models.

C. Feature Selection
Feature selection is a method of reducing the number of 

attributes that utilized by the proposed model through selecting 
only relevant feature(s) and getting minimizing of noise in a 
dataset (Abdulla, Al-Dabagh and Zakaria, 2010). There are six 
features already have been excluded before feature selection 
process. Table IV presents these features and the reason of 
excluding each of them. For the rest of attributes, this work 
depends on computing the correlations coefficient among the 
attributes, first, then to compute the correlation coefficient 

between each attribute and the target attribute. According to 
this method, the selection of the attributes (or features) in the 
dataset depends on the condition that states “Attributes should 
never have correlations among them. If any two correlated 
attributed found, the one that has less correlation with the 
target attribute will be excluded”(Weller-Fahy, Borghetti and 
Sodemann, 2014) (Abdulla, Al-Dabagh and Zakaria, 2010). 
After checking the correlations, the remaining features are (id. 
resp_h Address, id. resp_p port, Protocol, Service, Duration, 
Origin Bytes, Respond Bytes, conn_state, missed_bytes). 
Fig. 4 shows the correlation status among the attributes 
or features. Fig. 5 shows a sample of the dataset after the 
preprocessing steps, excluding the normalization process.

D. Data Slicing
This process is about splitting the dataset into two subsets, 

the training and the testing. Although the obtaining subsets 
will be directly used and fed to the ML classifier models, 
this process still be considered as a step of preprocessing 
activities. This work allocates 20% of the dataset as a testing 
subset and 80% of the dataset assigns for training phase. The 
process of extracting samples from the dataset for training 
and testing has been achieved randomly.

This work takes from the benign class 20% of records 
randomly, and the remain 80% will be used for training. 
However, taking the samples from the attack classes is 
slightly different for keeping the balance of the dataset in the 
viewpoint of attack participating. The work allocated from 
each attack class 20% for testing and 80% for training. Then, 
all 20% parts will be collected to form on testing subset and 
same is true for the training subsets.

E. Performance Indicators
Fig. 7 shows details of a typical confusion matrix 

(Bhandari, 2020). From the confusion matrix, all necessary 
accuracy indicators could be obtained. Although every index 
in the figure means something useful, rate of accuracy is most 
common that utilized to check the performance of detection 
and classification models.

V. Experimental Evaluation
This work utilized three major ML algorithms named 

ANN, SVM, and KNN. The aim of this work is building 
an intelligent binary and multi-class classification. The 
experimental evaluation in this work depends on k-fold 
method, by which, the dataset will be divided into five 
partitions, each time, a part will be used for testing and the 
remain nine parts used for training.

A. ANN Based Classification
ANN is a common ML-based model that functions based 

on how the human brain operates. It is a supervised learning 
algorithm that its structure consists of neurons or nodes. Those 
nodes are distributed over three main layers, namely, input 
layer, hidden layer, and output layer. Nodes at each layer 
have different functionalities. At the input layer, nodes take 

Fig. 3. The unbalanced Internet of things-23 structure.

Fig. 4. Phase two output of unbalanced Internet of things-23 structure.
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the input information and pass them to hidden layer. The core 
computation of the ANN is occurred in the hidden layer, which 
in some cases, there are more than one layer. The results from 
the hidden layer(s) will be passed to the output layer. For the 
supervised ANN, the expected output and desired output will 
be involved in error computation which shows the accuracy 
rate of the training phase. When the obtained error is more the 
goal, ANN will start to modify the value of wights that exist 
between each two nodes in two different layers. This process 
will be repeated until minimum error will be obtained. The 
typical structure of an ANN is shown in the Fig. 5.

For this work, the model has been designed and codded 
using Matlab-R2021a. It has been installed on a PC with 
intel CORE i7 (11th generation). The ANN that utilized by 
this work is called “Pattern Recognition Neural Network”. 
According to the dataset sample that shown in the Fig. 8, the 
number of the input feature in this work is (15). Therefore, 
the number of the input node of the proposed ANN for this 
work is 15. The work has tested the ANN to find out the best 
or the more efficient structure (number of hidden layer). The 
work set the number of hidden layers on one and the nodes 
in this layer on 10 nodes. Fig. 9 shows the ANN structure 
that designed by this wok for binary classification of attacks.

Fig. 5. Correlation coefficient graph of Internet of things 23 dataset features.

Fig. 6. A sample of the obtained dataset through preprocessing.

Fig. 7. Typical Confusion Matrix with performance indicators.
Fig. 8. Typical structure of artificial neural network.
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Fig. 9. The artificial neural network-based binary classification.

Fig. 10. Confusion Matrix for artificial neural network-based binary 
classification.

Fig. 11. The ANN based multi-class classification.

Fig. 12. The confusion Matrix of artificial neural network-based multi-
class classifier (SMOTE).

The proposed ANN just required 45 epochs for getting 
perfect training with error around 1.5%. To test the ANN, 
this work used 20% of the dataset and the result of testing is 
shown as confusion matrix for the binary in the Fig. 10. The 
result of the testing is 99%.

The next step of with ANN is to identify the type attacks 
after identifying a flow as attack. For this step, the name 
of the ANN is still “Pattern Recognition Neural Network”. 
However, the structure of ANN has not been changed as 
shown in Fig. 11 and with the same number of epochs.

The accuracy that obtained through the multi-class 
classification, as shown in the Fig. 12, is about 99.2%. 
Through both classifiers, it becomes clear that classifying 
benign from attacks and identifying the type of attacks 

with ANN pattern recognition can reach up to 99% as an 
average.

Fig. 14. Compression of the machine languages F1-score.

Fig. 13. Compression of the MLs accuracy.
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Fig. 15. The confusion Matrix of artificial neural network-based multi-
class classifier (without SMOTE).

and work as multi-class classifiers. The comparisons result 
of the binary classification is shown in Figs. 13 and 14, 
and the results of multiclass classification are shown in the 
Tables VI and VII. The results also show the impact of the 
SMOTE technique on the accuracy and F1-score rates of the 
ML techniques. Moreover, the work compared the three ML 
techniques as the multi-classifiers. In general, the accuracy 
rate for ML techniques as binary classifiers ranged between 
88.66% and 99.72%. SMOTE has a greater impact on 
multiclass classification than it has on binary classification.

There is one fact that should be presented at the 
beginning of this discussion, which is “The accuracy of 
any classification model that trained with unbalance dataset 
is useless even it has a very good rate”. This is because 
unbalanced dataset usually makes the training process to 
bias to a class that has more observations than other classes. 
Consequently, we tested the models using F1-Score as well, 
and the influence of SMOTE appeared significantly, as shown 
in Table VII. The results indicated that the labels (9, 10, 13, 
and 15) had 0% F1-score rate, which is due to the small 
number of observations in these labels, as shown in Fig. 15. 
The results of the SMOTE dataset then solved the problem, 
as illustrated in Fig. 12.

There are many arguments about SMOTE applying to 
the dataset. Much research works perusing applying the 
SMOTE only over the training part of the dataset. Others are 
focused on applying the SMOTE over all dataset. Therefore, 
this work investigates whether SMOTE overfits the model 
if applied on test part of the dataset or not. This work 
conducted another experiment to check that as shown in 
Table VIII. In this experiment SMOTE, only applied to Train 
set. The experimental results show that the models (KNN, 
SVM, and ANN) did not identify several attack classes, such 
as (10, 11, and 15). This is because the number of records 
in the test set data is quite low. In the test set, such attack 
classes (10 and 15) have only one record.

The classes (12, 13, and 14) have the same issue; however, in 
these classes, some methods produced at least some outcomes. 

TABLE V
Excluded Features

Features Reason of exclusion
Time Not relevant to attack classification and identification
Uid Not relevant to attack classification and identification
local_orig All records are empty
local_resp All records are empty
History It is a description of another feature (conn state)
Tunnel parents All records are empty

TABLE VI
The Identification Accuracy Rate of Machine Learning Techniques for Each Attack

Labels KNN SVM ANN

Without SMOTE With SMOTE Without SMOTE With SMOTE Without SMOTE With SMOTE
1 1 1 0.9999 1 0.9998 0.9988
2 0.9999 0.9999 0.9999 1 0.9995 1
3 0.9994 0.9998 0.9993 0.9994 0.9986 0.9988
4 0.9984 0.9993 0.9948 0.9809 0.9991 0.9988
5 1 1 1 1 0.9996 1
6 1 1 1 1 1 1
7 1 0.9998 0.9735 0.9853 0.9997 0.9977
8 0.9990 0.9998 0.9712 0.9872 0.9970 0.9988
9 0.9997 1 0.9997 1 0.9997 0.9999
10 0.9998 0.9998 0.9998 0.9975 0.9998 0.9993
11 0.9999 0.9991 0.9988 0.9837 0.9992 0.9973
12 0.9993 0.9989 0.9973 0.9946 0.9986 0.9957
13 1 1 0.9993 1 0.9993 1
14 0.9996 0.9998 0.9984 0.9999 0.9978 0.9997
15 0.9999 1 0.9997 1 0.9999 0.9987
ANN: Artificial neural network, SVM: Support vector machine, KNN: K-nearest neighbor

VI. ML Comparison Results
This work utilizes another two major ML techniques 

to evaluate their accuracy with the ANN based on attack 
classification and identification. These techniques are KNN 
and SVM. This work compared the ANN based model with 
both KNN and SVM when they work as binary classifiers 
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So, their percentage within the dataset is the issue with the 
identification of smaller types of attacks. All algorithms were 
able to predict the major categories with at least 99% accuracy.

VII. Conclusion
This work proposes three major ML techniques as binary 
classifier and multi-class classifiers. The work utilizes 
these ML techniques as Intrusion Detection System for IoT 
based attacks detection and the attack’s class identification. 
The work develops an IIDS through utilizing an up-to-date 
dataset, known as IoT 23. Through a systematic review of 
recent works, this work finds some gaps that sill not addressed 
by previous works such as using up to date IoT-based dataset 
and building a multi-class classification for detecting zero-
day attacks. Accordingly, this work addresses those gaps and 
addresses new objectives. To achieve the targeted objectives, 

this work proposes a distinguished methodology that starts 
from data collection, preprocessing steps, training and testing 
phases, until evaluation of results.

Through implementing the work’s methodology, it 
has been found that most classical ML algorithms could 
work perfectly as binary and multi-class classification 
for distinguishing malicious behaviors among IoT-based 
network packets. Therefore, no need to employ deep learning 
algorithms for developing IIDS as the structure of the deep 
learning algorithms is more complex than the classical ML 
algorithms. Consequently, the time complexity and the 
space complexity of the developed IIDS with deep learning 
algorithm expected be increased.

Another conclusion that has been ended through the work 
implementation is the impact of some preprocessing methods 
such as SMOTE on the accuracy rate of the developed IIDS. 
SMOTE method is usually applied on an imbalanced dataset 
to avoid under and/over fitting of the developed model, and 
maximizing the accuracy rate of the classifier models. The 
strange results that have been obtained in this work are the 
ineffectiveness of the SOMTE method in improving the 
accuracy rate of the proposed IIDS model as the security 
rate without SMOTE reached to an excellent level. Although 
the accuracy of the proposed IIDS showed extraordinary 
rates, this work suggests investigating more statistical and 
non-statistical properties of the IoT23 dataset to get more 
explanations on the ineffectiveness of the SMOTE method 
for improving the accuracy rate over imbalanced datasets.
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Abstract—Corrosion is one of the disasters attacking the drilling 
tools, particularly the drill pipes. Drilling fluid is the corrosive that 
increase the rate of corrosion in the pipes. In this study, it is intended 
to reduce the corrosivity of drilling fluid using a Prosopis farcta 
powder material. A natural, biodegradable, and environmentally 
friendly additive is added to the fluid in different particle sizes 
and amounts to obtain the lowest corrosion rate. Experiments 
are conducted in a well-like environment (high pressure high 
temperature filter press) over a wide range of parameters including 
pressure, temperature, and properties of the drilling fluid under 
dynamic conditions. The aim is to eliminate or reduce the corrosivity 
of the mud as well as to control the losses. The results showed a 
lower corrosion rate, 0.0029 mm/year, using P. farcta material in 
comparison with those obtained by researchers in the previous 
studies.

Index Terms—Corrosion, Drilling fluid, Drilling pipe, pH, 
Prosopis farcta.

I. Introduction
Drilling is one of the oldest techniques in the world (Hossain 
and Al-Majed, 2005), it can be used to unlock crude oil and 
natural gas reserves (Hossain and Islam, 2018). The drilling 
rig can be classified to six systems, circulating is one of the 
main systems used to circulate drilling fluid (mud) down 
through the drill string and up the annulus, carrying the 
cuttings from the face of the bit to surface (Heriot Watt, 
2005). The drilling fluid (mud) pumped from the tanks to 
the drill pipe, then to the bit for the purpose of cooling, 
lubricating, and so on (Guo and Liu, 2011). Most of the 
problems that occur during drilling are related to the type 
and the composition of the drilling fluid, so the appropriate 

selection of drilling mud (type and composition) leads to 
the success of the drilling process. One of the technical 
problems that the drilling fluid cause is corrosion of the 
drilling pipes, Fig. 1. The types of corrosion attack the drill 
pipes are erosion, uniform, localized, and microbial corrosion 
Fig. 1. The main consequences of the corrosion in drilling 
pipes are drilling efficiency reduction, equipment failure, and 
safety hazards. The value of pH of the mud is playing an 
important role to control the uniform and localized corrosion. 
Many researchers in the field of drilling engineering were 
investigated different methods to obtain an optimum drilling 
fluid with acceptable pH value to control the corrosion in 
drilling pipes. Adebowale and Raji (2015) investigated the 
use of banana peel ash as an alternative additive to enhance 
pH to control corrosion. Okorie (2009) employed two local 
additives “Trona” powder and burnt palm powder as pH 
modifiers to increase the level from 7.0 to 13.0. The burnt 
palm head sponge powder gives a high mud pH impartation. 
There are some drilling fluid additives which seriously 
promote corrosion. The temperature and composition of 
make-up water can be a serious source of corrosion (Murray 
and Holman, 1967). This paper investigates the addition of a 
natural and environmentally friendly additive to the drilling 
fluid to reduce the corrosion in drilling pipes.

II. Materials and Method
A. Materials

Drilling fluid
Drilling fluid refers to the circulating continuum substance 

use to perform a successful drilling process with lowest 
cost (Azar and Samuel, 2007). They are divided to two 
general types: Water-based drilling muds (WBMs) and oil-
based drilling muds (OBMs). Water based drilling fluid 
is the corrosive and its widely used in drilling purposes. 
Liquid part of the mud can be select based on the formation 
type (Fink, 2015). The properties of a drilling fluid can be 
analyzed by its physical and chemical attributes. The major 
properties of the fluid should be measured and reported daily 
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in the drilling daily report (Rabia, 2002). The main properties 
involving in corrosion of drilling pipe are the pH of the 
drilling fluid. The pH, or hydrogen ion concentration, is a 
measure of the relative acidity or alkalinity. Except for salt 
muds, the pH of mud is seldom below 7 (Azar and Samuel, 
2007). High downhole temperature will lead to the decrease 
of pH value, this will make the performance of drilling fluid 
deteriorate. It is of importance to monitor and keep the pH 
high as a decrease below the value of 7 will increase the 
acidity of the mud thereby aiding to increase the corrosion 
rate of down hole equipment’s (Peretomode and Peretomode, 
2021). In general, the pH of mud falls between 8 and 10.5, 
depending on the mud type (Okorie, 2009).
Prosopis farcta (PF)

The PF is a common plant Fig. 2 germinating in wide 
range area. It is a below ground tree. It looks like a shrub 
with a height of 20–100 cm (in rare cases up to 4 m high). 
PF is a small, pricking flower, and is found in Algeria, Egypt, 
Tunisia, Iran, Iraq, and Kazakhstan (Qasem, 2007). The 
shrubs grow noticeably in the warm summer months. The 
mesquite can survive difficult weather and soil conditions 
(including saline soil), but dislikes shadows (Patil, 2022). The 
chemical composition of the PF beans has been determined 
by Omidi, Ansari Nik, and Ghazaghi (2012) as shown in 
Table I. The PF has a fibrous nature which is a type of the 
most common additives to drilling fluid.
Corrosion coupon

Corrosion coupons are usually used to measure the 
corrosion rate within a procedure in laboratories. In this 
study, corrosion coupons were prepared using the carbon 
steel API 5LX70 (Ismail, et al., 2014), the same material uses 
in manufacturing drilling pipes. The coupon size (30 mm × 
12.5 mm × 1.25 mm) polished and cleaned with sand paper 
grade 60, 320, and 600 then degreased by ethanol, Fig. 3. 
Finally, the coupons dried, weighted, and the surface finish 
were recorded.

B. Methodology
The drilling fluid prepared at the laboratory according to 

the API standards. Additives (beans of PF) were collected 
from the outskirts of Koya district in Erbil province, Iraq, 
during the summer of 2021. The PF beans then being 

dried in sun light and then being powdered by gridding. 
Moreover, to determine the effect of PF particle size 
distribution, the powdered PF beans were divided into 
three different sizes, fine, medium, and coarse through the 
use of API standard mesh sieves. Devices and measuring 
tools used throughout the experimental work. Corrosion 
coupon strips were used to measure the corrosion rate for 
different drilling.

III. Experimental Work
A. Mud Sample Preparation
The reference mud RM with composition as shown in 

Table II has been prepared according to the API-SPEC-

Fig. 1.  Drilling Pipes.

Fig. 3.  Coupon Sample.

Fig. 2. Prosopis farcta.

TABLE I
Chemical Composition of Prosopis farcta Beans (Omidi, Ansari Nik, and 

Ghazaghi, 2012)

Variable Amount (%)
Dry matter 97.45±0.18
Ash 3.15±0.20
Crude protein 9.97±0.45
Neutral detergent fiber 40.37±0.36
Acid detergent fiber 34.37±0.51
Crude fat ±0.09
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13A-2010 standards. Once the mud is prepared, its pH and 
rheological properties were measured and recorded. The 
properties of the RM are summarized in Table III.

Different sizes (fine, medium, and coarse) of the prepared 
PF beans were added separately to the reference mud 
to find out the effect of the size distribution on drilling 
fluid. Moreover, for determining the effect of the PF 
concentration, various concentration of each size of the PF 
was added separately. The PF concentration was selected 
on the base of pounds of the PF per barrel of the drilling 
mud (ppb), the selected PF concentrations started from 5 
ppb to 25 ppb with increment of 5 ppb. At the end, a blend 
of all PF sizes was added into the RM and various tests 
were conducted. The mud weight was conducted utilizing 
the mud balance.

B. Corrosion Test

pH
To determine the effect of the developed mud (with PF 

additive), various sizes and concentrations of the PF were 
added into the mud and the pH of each prepared mud has 
been measured using the pH meter as shown in Fig. 4. 
The pH of mud with most commercial additives such as 
CaCO3 was measured also. As it is known that the best pH 
range for drilling mud is 8.5–10.5 (Asrar, 2010) but it was 
observed that the reference mud has pH of 12, higher than 
the recommended.
Surface morphology observation

Thermal imaging camera was used to determine any 
changes may occur to the surface of coupon. The property 
of the surface of the coupon was recorded before hanged 

in the mud and after. Infrared signal from the camera 
penetrates the surface of the coupon, any changes to the 
surface can be clearly observed. Fig. 5 shows the thermal 
and digital image of the coupon before insertion to the mud 
whilst Fig. 6 shows the surface images after used in the 
mud.
Corrosion rate measurement

Corrosion coupons are a simple yet effective tool for 
providing a quantitative estimation of corrosion rates occurring 
in an operating system. They also provide a visual indication 
of the type of corrosion which may be occurring in the 
monitored system. The drill-pipe coupons were suspended in 
the drilling mud at each specific temperature and high pressure 
set for at least 20 hours. The autoclave then after which was 
cooled at a rate of 2°C/min to room temperature and the 
samples removed. At the end of each 20-h test, the samples 
were collected and thoroughly cleaned in a 10% HCl solution 
and rinsed in deionized water, and kept in a dry and well-
sealed container immediately after collection before analysis 
(Mohammed, et al., 2021).

Oil-well steel coupon (N-80 steel) specimen of specification 
30 × 12.5 × 1.25 mm was used for the corrosion tests using 
the weight loss method. The weight of the coupon was 

Fig. 4.  pH Meter.

Fig. 5.  Coupon surface before use in the mud.

Fig. 6.  Coupon surface after use in the mud.

TABLE II
Composition of Reference Mud (RM)

Materials Bentonite (gm) Water (mL) NaOH (gm)
Concentration 80 1400 2

TABLE III
Properties of Reference Mud (RM)

Density 8.61 ppg
Plastic viscosity 4 cp
Yield point 15.1 Ib/100 ft2
Gel strength (10 s) 9.3 Ib/100 ft2
Gel strength (10 min) 11.1 Ib/100 ft2
pH 12 ---
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determined before it was subjected to the weight loss test 
Fig. 7a. The weight of the coupon was 3.355 g, in addition 
the surface of the coupon was recorded using thermal imaging 
camera Fig. 5. The tests were carried out using the high 
pressure, high temperature (HPHT) filter press machine Fig. 8. 
The HPHT dynamic filter press has overcome the limits of 
various traditional static filter presses and allows obtaining 
a new kind of results, much more representative of the 
borehole conditions. It can be used to measure the filtration 
property of drilling fluids and cement slurry accurately and 
safely under static and dynamic conditions. The usage of 
the instrument can provide the reliable data for realizing 
scientific, rapid, high quality, and safe drilling (Jaf, Razzaq 
and Ali, 2023). Then, an oil-well steel coupon which had 
been treated according to the API specifications (API RP-13 
B-1) was hung in the mud (Jaf, Razzaq and Ali, 2023). When 
the pressure and temperature were stabilized. After 20 h from 
running the machine with the coupon inside, it is removed. 
Before the analysis, the coupons were scrubbed with a bristle 
brush to remove the corrosion products; and then kept in a 
dry and well-sealed container immediately after collection 
before analysis (Mohammed, et al., 2021). The corrosion 
products were carefully observed, the weight of the coupons 
was measured and recorded, the new weight of the coupon 
was 3.353 g, Fig. 7b.

IV. Theoretical Work
The corrosion rates were calculated for each weight loss 

using the relation as shown in the Eq. (1) (Aremu, et al., 
2017). This correlation has been widely used in the previous 
similar studies.

CPR W
At


87 6.  


 (1)

Where: CPR = Corrosion penetration rate 
in (mm/year); W = Mass loss after the test (g); 𝜌 = density of 
the specimen (g/cm3); t = Time of exposure (h); and A = Area 
of exposure (cm2). The density of iron is equal to 7.85 g/cm3.

W W Wi a% *     100  (2)

Where Wi is the initial mass (g) before corrosion, Wa is the 
mass after corrosion.

V. Results and Discussion
The pH for the reference mud RM was 12, this value is 

outside the desirable range. The widely used additive CaCO3 
was added to RM, the reduction of pH by CaCO3 addition 
was not enough since the pHs were still above the optimum 
range. The present study additive PF then added to the RM. 
Best pH reduction could be achieved through the addition 
of various sizes and concentrations of PF, particularly the 
addition of 15 ppb of the fine sized PF (Fig. 9), which 
gives a mud with 9.5 pH. As a result, all PF sizes have 
the potential to be used as pH reducers, especially at high 
concentrations, suggesting their applicability in being used as 
a pH control agent. Moreover, for any additive to be added 
as a lost control material (LCM) should keep the pH of the 
mud within the optimum range, the usage of 15 ppb of fine 
sized PF will keep the value of the pH in that range.

As for corrosion rate, the coupon weight lost was 0.002 g in 
20 h, the results obtained a corrosion rate of 0.0029 mm/year 
in drill pipes using the PF additive. This result is compared 
with the corrosion rate in the previous studies Fig. 10. Only 
one of the studies showed a corrosion rate lower than what is 
obtained in the present study.

Fig. 7. (a) Coupon on the weight scale before use. (b) Coupon on the 
weight scale after use.

a b

Fig. 9. Fine size of Prosopis farcta additive.Fig. 8.  High Pressure High Temperature Filter Press.
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VI. Conclusion
The research work is carried out to show the possibility of 
reducing the corrosivity of the drilling fluid and its effect 
on drill pipes. The additive used in this work reduced the 
corrosion rate in drill pipes. It is concluded that the PF is a 
good additive can be added to the drilling mud to reduce; it 
is corrosivity and the best size and concentration were fine 
sized and 15 ppb concentration. Furthermore, in addition 
to the overcome of the PF additive on the previous studies 
materials in term of pH control, it overcomes them in term 
of cost, availability, and environmentally as well. However, 
a blend of two or more sizes of the PF additive has not 
considered and recommended for future studies.
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The Overshot Gate as a Flow-Measuring Device
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Abstract—The overshot gate is a commonly used adjustable 
overflow weir for regulating the upstream water level in open 
channels. The amount of gate movement is proportional to the 
water level change. However, to effectively manage the water flow, 
it is also important for operators to accurately measure the flow 
rate in the channel. This study examines an overshot gate installed 
at the end of a laboratory flume to estimate the flow rate under 
various free flow conditions. This study investigates different gate 
angles ranging from 9.6° to 90° to evaluate their impact on the 
flow properties and the discharge coefficient. The analysis of the 
results indicates that the maximum flow rate values can be achieved 
with gate inclinations from 15.5° to 47.2° with relatively lower 
head; the inclined alignment of the gate decreases the effective 
gate height which consequently increases the gate efficiency. The 
use of the overshot gate is advantageous over the normal gate 
when channel depth is limited and higher discharge is required at 
relatively lower head. In this study, at the highest gate inclinations, 
the water surface is significantly stable having the lowest values 
of the approach Froude number. In addition, the head to gate 
height ratio decreases with raising the gate due to the reduced 
vertical contraction of the channel. Finally, this paper proposes an 
empirical equation for estimating the discharge coefficient based 
on the gate inclination, which demonstrates good accuracy in the 
specified range.

Index Terms—Overshot gate, Leaf gate, Inclined thin-plate 
weir, Pivot weir, Discharge coefficient, Discharge measurement.

I. Introduction
The overshot gate, also known as the leaf gate, or pivot weir, is 
an overflow adjustable weir that consists of a rectangular leaf 
hinged to the channel bed, and chained to a cable hoist that lowers 
and raises the gate to the desired height. The gate is popular for 
controlling the upstream water level in the channels and has been 
found very easy to operate and understand. The gate is raised to 
raise the water level and lowered to lower the water level. The 
amount of gate movement is proportional to the water level 
change (Stringam et al., 2012). In irrigation districts, the gate 
delivers nearly constant flow rates for the turnouts regardless of 
the flow rate in the main canal. It is known to handle surges in 

the flow with limited depth changes (U. S. Department of the 
Interior Bureau of water, 2001).

The first overshot gate patent was granted to R.A. Lang 
in 1890, the device did not incorporate much of today’s 
irrigation requirements, as cited in (Stringam et al., 2012; 
Stringam, 2010; Stringam and Gill, 2012). The overshot gate 
has been the subject of few studies and published works. The 
available published investigations agree on very few details 
of the discharge characteristics of this hydraulic structure due 
to the differences in experimental equipment and technique. 
Thin-plate weirs inclined toward downstream, similar to 
overshoot gates, were used in some research works. Wahlin 
and Replogle (1994) performed tests on a laboratory 
model gate and a prototype gate. Empirical equations were 
developed to determine the flow rate of a ventilated free-
flow gate valid for gates angle between (16.2°–63.4°) and 
for the upstream head to gate height less than unity. Weyer 
(2000; 2002), Qoi, Krutzen and Weyer et al. (2003), Eurén 
(2004), Mareels et al. (2005), Euŕen and Weyer (2006), Ooi 
and Weyer (2007; 2008), Ooi, Foo and Weyer (2011), and 
Aleem, Muhammad, and Nasir (2014) studied the overshot 
gates located along irrigation channels, system identification 
models were presented to predict the head over the gates, 
and significant potential for substantial water savings was 
demonstrated. Prakash and Shivapur (2003; 2004), Shivapur, 
Mulangi and Swamy (2009), and Prakash, Ananthayya 
and Kovoor (2011) studied the variation of the discharge 
coefficient of an inclined rectangular sharp-crested weir 
with the normal position of the weir. They also analyzed the 
flow over inverted triangular, rectangular notch weirs, and 
compound notch-weir consisting of two triangular sections 
with different vertex angles inclined at (15°, 30°, 45°, and 60°) 
with the vertical plane. Discharge equations were established 
in terms of the head to crest height, and the inclination angle. 
Mohammed and Mohammed (2011) studied and compared 
the inclined side weir with crest angles (0, 4°, 8°, and 12°) 
against and in the flow direction, and obtained an equation 
for the discharge coefficient. Nikou, Monem, and Safavi 
(2016) experimentally investigated the free and submerged 
flow over pivot weirs with angles between (20°–90°) with 
different side contractions. Two discharge equations were 
used, the first one was Kindsvater-Carter’s equation, and 
the second one was derived from energy and critical depth 
equations. For the free flow condition, the equations were 
accurate within ±15 and ±10%, respectively. For submerged 
flow condition, however, the accuracy was within ±30% 
and ±20%. Bijankhan, Asce, and Ferro (2018) applied 
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experimental and numerical simulations to study the effect of 
the inclination angles ranging within (30°–90°) on the stage-
discharge formula of rectangular weir. It was found that the 
discharge capacity for 30° inclination increases by about 
8.2% compared with that of the normal weir. In addition, 
the study concluded that flow through the normal weir is not 
sensitive to the inclination angle in the interval 54° ≤ θ ≤ 
90°. Azimfar, Hosseini, and Khosrojerrdi (2018) proposed 
analytical equations to estimate the discharge coefficient of a 
pivot weir based on the Bernoulli and momentum equations 
with relative errors within ±5% and ±10% for the free and 
submerged flow conditions, respectively. Bijankhan and Ferro 
(2020) investigated the factors affecting submerged flow 
conditions for the pivot weir and proposed a stage-discharge 
formula with a mean absolute relative error of 6.4%.

In the present study, it is aimed to examine the reliability 
of the adjustable overshot gate, which is usually used only to 
control the water level in a laboratory flume that is built-in 
with the gate at its downstream end, for estimating the flow 
rate. The present work differs from the earlier studies in that 
a greater number of inclination angles are experimentally 
investigated and, as a result, a greater amount of data are 
obtained that allows for a more comprehensive analysis of 
the hydraulic characteristics of the structure under different 
flow conditions.

II. Methodology
To achieve the objective of this study, an approach to the 

gate flow problem is found through using a combination of 
analysis of the underlying empirical laws and laboratory 
experiments. The experimental program is organized to 
measure the flow properties in the neighborhood of this 
hydraulic structure. The relationships between the various 
parameters are investigated.

For any flow-measuring device, the head-discharge 
equation has a discharge coefficient Cd and a velocity 
coefficient of the approach flow Cv, or their combination. 
The accuracy of the measurement depends to a great extent 
on the variation of these coefficients. The discharge over a 
vertical thin-plate weir can be calculated using a modified 
form of the Kindsvater-Carter equation which is also valid 
for a vertical overshot gate (Wahlin and Replogle, 1994):

Q C g b he e e=
2

3
2

3 2/  (1)

b b Ke c b� � �  (2)

h h Ke h� �1  (3)

where Q = Discharge over the gate, Ce = Effective 
discharge coefficient, g = Acceleration due to gravity, 
be = Effective width of gate, bc = Width of the control 
section, Kb = Empirical constant from Fig. 1 dependent on 
(bc/B) that describe the boundary geometry, B = Width of the 
rectangular approach channel he = Effective head on the gate, 
h1 = Piezometric head measured upstream from the gate, and 

Kh = 0.001 m is constant regardless of the flow rate and the 
gate height where Kb and Kh have little effect on the flow rate 
at high heads.

By modifying the gate width and the head approaching 
the structure, the combined effects of viscous and surface 
tension forces are accounted for (Carter, 1956; Shen, 1981). 
An advantage of (1) is that the effect of approach velocity 
is incorporated and need not be included in the study. This 
procedure is valid for h ≥ 3 cm, h/p ≤ 2, p ≥ 10 cm, and 
bc ≥ 15 cm (Kulin and Compton, 1975).

The overshot gate is hydraulically similar to a sloping 
rectangular sharp-crested weir. To account for the inclination 
of the overshot gate, Ca is introduced such that:

Q C C g b ha e e e=
2

3
2

1 5.  (4)

Setting the discharge coefficient � � � � �C C Cd a e= , (1) becomes:

Q C g b hd e e=
2

3
2

1 5.  (5)

The present study seeks establishment of an empirical 
formula for estimating Cd as a function of θ, the angle 
of gate inclination to the direction of flow, as shown in 
Fig. 2.

III. Laboratory Works
The experimental tests are carried out in the Hydraulic 

Laboratory of the College of Engineering, University of 
Duhok using a horizontal rectangular flume having a working 
length of 500 cm, 30 cm width, and 45 cm depth. The tested 

Fig. 1. Values of Kb versus bc/B (Bos, 1989).

Fig. 2. Definition sketch of the overshot gate.
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overshot gate is located at the end of the flume. In the outlet 
of the flume, a part of the bed is sloping at an angle of 16.7° 
just upstream of the gate, as shown in Fig. 3. The gate is 
29.7 cm wide, 60 cm high, and 0.6 cm thick.

For the purpose of flow ventilation, eight plastic hoses of 
6 mm in diameter at space of 3 cm with their openings 24 cm 
below the top of the gate were fixed on the downstream face 
of the gate, as shown in Fig. 4. This precaution ensures that 
sufficient supply of air is maintained to the air pocket beneath 
the flow nappe so that the nappe is entirely free from the 
gate body after passing the gate. Otherwise, the pressure in 
the air pocket is reduced causing undesirable effects, such as, 
jet vibration resulting in an unsteady flow due to inconsistent 
air supply to the air pocket; and increased curvature of the 
overfalling jet resulting in increased discharge coefficient Cd 
values. If the discharge Q is fixed, the head h measured over 
the gate is reduced, and if the head h is fixed, the discharge 
is increased (Bos, 1989).

Different tilting angles of the gate θ were investigated 
ranging from 9.6° to 90° (normal position). Different flow 
rates were applied in free flow conditions, such that the top 
of gate is above the downstream water level. This is always 
the case for the laboratory channel we consider since the 
water drops out of the channel just after passing the gate. 
The flow rate and the head over the crest were recorded in 
each experiment. Ten experimental tests were accomplished 
for each value of θ, as shown in Table I. Thus, 260 
experiments were made on the gate including flow rates from 
0.00148 to 0.03318 m3/s with heads varying from 0.01645 
up to 0.13725 m. The rate of flow was measured by an 
electromagnetic flow meter, and the water surface elevations 
were measured using point gauges.

IV. Results and Discussion
For each gate height, the actual discharge against effective 

head he is drawn in Fig. 5 a through f. The smaller p is that 

the flatter is the gate which allows for more discharge to pass 
over it. At very small inclination angles such as when p is 
10 and 12 cm (corresponding to θ values of 9.6 and 11.5°), 
the gate hydraulically behaves like a free overfall, which 
is also found by Bijankhan and Ferro, 2020. At this stage, 
the sloping part of the channel outlet accelerates the water 
flow until the gate is further raised. When p is between 14 
and 44 cm, for a given head value, the discharge decreases 
with the increase of gate height with a small variation which 
could be due to measurement uncertainties. This observation 
also agrees with (Prakash and Shivapur, 2004).

However, when p is between 46 and 54 cm, Qact increases 
with the increase of p which may be attributed to the fact 
that the increased gate inclination reduces the lower nappe. 
At p between 56 and 60 cm, lower flow rates can pass over 
the gate since raising the gate causes the water level to rise 
until the gate is completely vertical, and thus, the structure 
operates under minimum required head to avoid overflow of 
the approach channel.

It is worth mentioning that uncertainties in the head 
measurement in the present laboratory work may be attributed 
to the water surface fluctuations due to turbulent flow with 
Reynold’s number Re ranging from 9000 to 72000, and the 
fact that the crest of the gate does not exactly resemble the 
crest of a sharp-crested weir. The percentage error in the head 
measurement for each gate inclination is presented in Fig. 6 
with an average of 6.75% for the entire experimental program.

The relationship between inclination angle of the gate and 
the actual discharge is shown in Fig. 7. For each value of 

Fig. 3. Location of the overshot gate in the laboratory flume.

Fig. 4. Ventilation of the overshot gate.

TABLE I
Scope of the Experimental Variations

P (cm) θ (°) Number of tests Range of Q (m3/s)

From To
10 9.6 10 0.01465 0.02346
12 11.5 10 0.01484 0.02342
14 13.5 10 0.01536 0.03302
16 15.5 10 0.01537 0.03318
18 17.5 10 0.01536 0.03301
20 19.5 10 0.01542 0.03311
22 21.5 10 0.01525 0.03286
24 23.6 10 0.01535 0.03279
26 25.7 10 0.01528 0.03285
28 27.8 10 0.01504 0.03268
30 30 10 0.01537 0.03286
32 32.2 10 0.01523 0.03283
34 34.5 10 0.01524 0.03268
36 36.9 10 0.01516 0.03274
38 39.3 10 0.01522 0.03276
40 41.8 10 0.01502 0.03267
42 44.4 10 0.01499 0.03051
44 47.2 10 0.01019 0.01899
46 50.1 10 0.01026 0.01919
48 53.1 10 0.01028 0.01909
50 56.4 10 0.00522 0.01395
52 60.1 10 0.00521 0.01398
54 64.2 10 0.00420 0.00862
56 69 10 0.00207 0.00425
58 75.2 10 0.00148 0.00278
60 90 10 0.00142 0.002775
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θ, the value of Qact is taken as the mean value of the whole 
range of the measured values of Qact. Maximum values of 
flow rates are possible in the cases when θ is about 13.5° 
through 47.2°. Accordingly, the free board of the channel 
may be reduced in these cases for a more economical design 
(Shivapur, Mulangi and Swamy, 2009). The values of θ 
smaller than 13.5° exhibit characteristics of instability due 
to the intermittent clinging of the nappe to the gate surface. 
Similar behavior is observed at very low heads on almost all 
gate angles. This may be attributed to that the streamlines are 
no longer parallel and converge further when compared to 
the vertical gate. On the other hand, laboratory investigations 
show that for a given head value, the discharge decreases 
with the increase in gate inclination. It was also indicated in 
(Prakash and Shivapur, 2004) that lower gate angles allow 

for higher discharges. Fig. 7 also shows that the discharge 
capacity of the gate decreases at the values of θ greater than 
47.2°, as mentioned earlier, and reaches its minimum at 
θ = 90°.

The discharge coefficient is also a form of the Froude 
number (Kindsvater, 1964). Froude number is a dimensionless 
parameter that refers mainly to the amount of the velocity. 
From the laboratory data, Qact can be plotted against the 
upstream Froude number, Fr1, for each gate inclination. There 
is a unique Fr1 value for each flow state; this relation is given 
in Fig. 8. There is a clear trend for Fr1 with each different 
discharge level. The result appears sensitive to the gate 
inclination, it indicates the water surface stability especially 
at the highest gate inclinations where the lowest values of Fr1 
are encountered.

The discharge coefficient Cd determines the ratio between 
the actual and the theoretical discharge. The variation of Qth 
with Qact for every value of θ is presented in Fig. 9 where it 
may be noticed that the values of Cd are high at the relatively 
smaller gate angles.

The ratio of the head to gate height h1/p is a primary 
geometric ratio that describes the degree of vertical contraction 
of the channel. The upper and lower nappe profiles are a 
function of h1/p (Carter, 1956). Its variation with the gate 

Fig. (a-f) 5. Variation of Qact with he.

Fig. 6. Average percentage error in h1 for each θ.
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b

f
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Fig. 7. Variation of Qact with θ.

Fig. 8. Variation of Qact with Fr1.

Fig. 9. Variation of Qth with Qact.

inclination is shown in Fig. 10. The trend obviously declines 
with a considerable consistency as the vertical contraction of 
the channel decreases with raising the gate.

For estimating the Cd values, a cubic equation is proposed 
as the function of θ, such that:

Fig. 10. Variation of h1/p with θ.

Fig. 11. Variation of Cd with θ.

Cd � � � �0 000008 0 0008 0 0146 0 9474
3 2

. . . .� � �  (6)

The empirical formula is valid within the ranges of 
θ = (9.6o−90o), Q = (0.00148−0.03413) m3/s. As a result, 
the overshot gate is reliable as a flow-measuring device. 
Fig. 11 displays this relation with the mean square error 
MSE = 0.0287 and the root mean square error, RMSE = 0.17.

V. Conclusion
With the increase in water demand and decrease in water 
resources, the issue of water measurement increasingly attains 
importance. In the present work, it is aimed to examine the 
measurement capability of the overshot gate equipped at the 
downstream end of a laboratory flume. A wide range of gate 
angles are investigated under different free flow conditions. From 
analyzing the performance of the gate, the following conclusions 
may be drawn:
1. At the maximum gate inclination, the structure operates 

under minimal applicable heads and thus lower flow 
rates pass over the gate. In addition, the water surface is 
significantly stable having the lowest values of the approach 
Froude number.

2. At very small inclination angles, the gate behaves hydraulically 
like a free overfall. The flow exhibits characteristics of 
instability and the recurrent clinging to the gate surface, 
that is, the water nappe becomes in close contact with the 
downstream face of the gate and resists separation.

3. For a given discharge, the head over the crest increases with 
the increase in gate height, then it starts to decrease. The 
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head to gate height ratio decreases with raising the gate due 
to the reduced vertical contraction of the channel.

4. An empirical formula for estimating Cd is proposed for 
application within a broader range of θ than the formulae 
in the literature with acceptable accuracy, which makes the 
overshot gate reliable as a flow-measuring device.

For future research, there is potential for improvement in 
the gate performance using deeper laboratory channel than 
in the present study. This would allow for a wider range of 
discharges at the maximum gate inclination without causing 
the flow to overtop the channel sides.
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Abstract—A seismic fragility curve is a visual representation 
that illustrates the likelihood of a structure surpassing a particular 
damage or performance limit state caused by an earthquake 
with a specific intensity or ground motion level. This curve is 
typically generated using probabilistic seismic hazard analysis 
and structural reliability analysis methods. It is based on statistical 
models that rely on past earthquake data and simulations of future 
earthquake scenarios to predict the structure or system’s behavior 
under seismic forces. In this study, the seismic performance 
of 30 stories of 95 m height dual system reinforced concrete 
buildings located in Erbil is evaluated by analyzing three distinct 
ground motions. A non-linear platform is used to simulate and 
analyze data, followed by the generation of seismic inter-story 
drift fragility curves using Incremental Dynamic Analysis. The 
buildings’ seismic structural performance is assessed based on 
five different performance levels, including operational phase, 
immediate occupancy, damage control, life safety, and collapse 
prevention (CP). Each level is associated with different levels of 
damage and corresponding degrees of functionality and safety. 
The fragility curves show that the building has a 50% chance of 
achieving or exceeding the (CP) level with highly intense ground 
vibrations with peak ground acceleration = 1.6 g. In addition, these 
curves can be beneficial in creating future local design codes and 
provide significant support in evaluating the seismic performance 
of existing buildings.

Index Terms—Dual system, Drift, Fragility curve, 
I n c r e m e n t a l  d y n a m i c  a n a l y s i s ,  Seismic risk 
assessment, Vulnerability.

I. Introduction
Earthquakes are a natural phenomenon that can have 
catastrophic effects on buildings and human life. When 
an earthquake occurs, the ground shakes and the building 
responds to the resulting motion, which can lead to damage 
or collapse if the building is not properly designed and 
constructed to resist seismic forces. Building damage is the 

main cause of seismic losses from earthquakes, and it is 
critical to assess the vulnerability of structures to seismic 
hazards, Fig. 1.

To this end, a key tool used in earthquake engineering is 
the seismic fragility curve (SFGC) technique. It is a graphical 
representation of the probability of a structure exceeding a 
given damage state, such as slight, moderate, extensive, or 
complete damage, as a function of the intensity of the ground 
motion. SFGCs are generated by analyzing the dynamic 
response of a structure to a set of ground motion records 
with increasing levels of intensity, using analytical models 
such as pushover or incremental dynamic analysis (IDA).

The output of the analysis is a set of curves that depict the 
probability of exceeding a damage state as a function of the 
peak ground acceleration (PGA), velocity, or displacement. 
These curves are then used to estimate the expected 
damage and loss for a structure under different levels of 
seismic hazard. The fragility curves used are unique to each 
building due to the specific fragility analysis carried out 
(Hancilar, et al., 2014; Vona, 2014).

SFGCs are extensively used in seismic risk analysis for 
designing and retrofitting buildings and other structures in 
seismically active regions. Provide a means of quantifying 
the risk of damage and collapse for various levels of 
seismic intensity, helping engineers and building owners to 
make informed decisions about the appropriate design, and 
retrofitting measures needed to ensure seismic safety and 
resilience.

Furthermore, SFGCs can be used to identify the most 
vulnerable components of a structure, allowing engineers 
to prioritize retrofitting measures and allocate resources 
efficiently. They can also be used to evaluate the effectiveness 
of different retrofitting strategies and to optimize the seismic 
design of new structures. 

The fragility functions for different limit states (LSs) of the 
building are derived by combining the results of structural 
analysis with the probability distribution function (PDF) of 
the engineering demand parameter (EDP) given the intensity 
measure (IM) that represents the distribution. These functions 
are cumulative distribution functions expressing the seismic 
intensity in terms of the IM required to reach particular LS 
(Baker, et al., 2014).

Typically, one or more threshold capacities of the EDP’s 
(i.e., EDPc) are associated with LS, and the fragility 
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function is the probability of the seismic demand EDP 
exceeding the capacity EDPc given the IM. The process 
of fragility assessment is computationally intensive, and 
non-linear dynamic analysis is a feasible method due to 
recent advancements in computer technology (Jalayer and 
Cornell, 2009). In addition, various methods for evaluating 
the distribution of EDP given IM and figuring out fragility 
functions utilizing non-linear dynamic analysis are discussed 
in this study. The requirements for performance-based 
seismic design are also discussed to evaluate structural 
performance. The degree of damage can be determined by 
using the maximum interstorey drift ratio (IDR), which is 
commonly used as the EDP.

Xue, et al., 2008 proposed five performance LSs 
(operational phase [OP], immediate occupancy [IO], damage 
control [DC], life safety [LS], and collapse prevention [CP]) 
with different probabilities of exceedance (0.5%, 1.0%, 
1.5%, 2.0%, and 2.5%) to evaluate the building’s seismic 
performance. These LSs are considered when developing 
fragility curves. Ultimately, SFGCs are crucial for ensuring 
the safety and resilience of structures in seismically active 
regions and are a critical tool in earthquake engineering 
(Xue, et al., 2008; FEMA 273, 1997).

In recent years, many high-rise building been built 
in Erbil, yet, there are limited amount of researches 
conducted on the seismic risk assessment of buildings. 
However, emerging studies have underscored the critical 
significance of evaluating the vulnerability of pre-seismic 
code buildings and emergency facilities, emphasizing the 
pressing need to mitigate their potential seismic losses. 
These investigations have shed light on the urgency of 
addressing the seismic resilience of structures in the region, 
particularly those constructed before the implementation of 
modern seismic design codes. By recognizing the inherent 
vulnerability of these buildings and facilities, researchers 
have highlighted the importance of comprehensive risk 
assessment methodologies to identify potential weaknesses, 
assess their performance under seismic loading, and 
propose effective strategies for minimizing the associated 
risks (Liel, et al., 2009; Abduljaleel, 2021). The findings of 
such research can provide crucial insights for policymakers, 
engineers, and stakeholders involved in enhancing the 
seismic resilience of the built environment in the city and 
similar contexts.

II. Methodology
Determining fragility required a thorough evaluation 

of structural response at various intensities. Nonlinear 
dynamic studies carried out in a variety of ways, with the 
primary differences being in the post-processing methods 
and the ground motion selection and scaling techniques 
that can be used. According to (Vamvatsikos and Cornell, 
2004; Jalayer and Cornell, 2009), there are three primary 
methods for analyzing seismic performance: cloud analysis, 
stripe analysis, and IDA. Among these, cloud analysis is 
the least restrictive, as evidenced by the characteristic cloud 
pattern that emerges in the IM versus EDP plot, with each 
point representing a single analysis, as shown in Fig. 2 
which shows an illustration of the findings from incremental 
dynamic analyses, which were utilized to determine the (IM) 
values linked with structural collapse for each of the ground 
motions.

The process of determining the fragility of a building, 
which is the likelihood that it will experience structural 
damage or collapse when subjected to seismic ground 
motions. To assess the building’s performance under seismic 
loads, IDA technique is used. This technique is considered 
essential tool for determining a structure’s safety margins.

The study develops fragility curves using a probabilistic 
approach based on five performance levels that are 
recommended for assessing building performance under 
seismic loads. These performance levels are defined by 
the IDR of the building, which is a widely used EDP that 
is used to assess the degree of damage in a building due to 
seismic loads. The maximum IDR is considered an excellent 
indicator for determining the degree of damage (Vamvatsikos 
and Cornell, 2002).

To generate the fragility curves, various scaling and record 
set selection strategies can be used. One option is to use a 
fixed record set that has been scaled to different levels of 
intensity, typically by multiplying all natural accelerograms 
by the same scale factor. Alternately, a distinct collection of 
natural records can be used for each level of IM, and scaling 
may be completely avoided. Fragility curves are the product 

Fig. 2. Illustration of the findings from incremental dynamic analyses.Fig. 1. Fragility curves for different limit states.
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of seismic fragility analysis which clarify the probability of 
seismic demand (EDP) exceeding a certain LS at a specific 
ground motion IM as depicted in equation (1).

Fragility = P (EDP > LS/IM) (1)
The fragility information can be extracted in several 

ways, such as using linear regression in logarithmic space 
to independently fit the non-collapsing IM-EDP points or 
using parametric or non-parametric regression (Ibrahim and 
El-Shami, 2011). Any statistical measure of EDP provided 
by the IM, such as the mean, 16/50/84 percentile, standard 
deviation, without the use of parametric or non-parametric 
regression, may be calculated directly from the relevant EDP 
data, greatly simplifying post-processing.

Also there are the different methods of analyzing seismic 
performance, which include cloud analysis, stripe analysis, 
and IDA. Cloud analysis is the least restrictive, and it 
produces a characteristic cloud pattern that emerges in the 
IM versus EDP plot, with each point representing a single 
analysis. Stripe analysis, on the other hand, uses any number 
of record sets, similar to cloud analysis, and it must use at 
least some scaling to ensure that all runs at a particular IM 
level truly exactly match the IM level requested, without any 
tolerance. The empirical distribution of the EDP findings 
taken from the relevant analyses directly represents the 
distribution of EDP given IM at each IM level. The sole basis 
for IDA is scaling. It focuses on individual recordings, which 
are scaled to various intensities until collapse is generally 
attained.

The decision to use any of the aforementioned methods 
ultimately rests on the analyst and their comprehension of 
the issue at hand. If other sources of uncertainty, such as 
the unpredictability of model parameters, must be taken into 
account, then more sophisticated (and complex) strategies 
should be used. Furthermore, the collapse margin ratio, which 
is recommended as a novel and effective seismic indicator 
by reference to the FEMA-P-695 methodology, is ultimately 
determined in this study based on the fragility search 
technique received from the (IDA). The methodological work 
for the case study is explained and summarized in the flow 
chart in Fig. 3.

A. Earthquake Records
The selection of ground motion recordings is an essential 

component of developing fragility curves. It is important to 
choose the appropriate ground motion and scale the ground 
motions correctly when creating the curves. Arbitrarily 
scaling ground motion to a specific spectral acceleration, Sa, 
at a period, T, may result in overly conservative structural 
response (Baker, et al., 2014). Ground motion should be 

chosen from previously documented earthquake occurrences. 
Websites such as the Consortium of Organization for 
Strong Motion Observation System, K-NET, and the Pacific 
Earthquake Engineering Research NGA database website can 
be used to select ground motion. Other websites that provide 
ground motion data include the European Strong Motion 
database, the French Accelerometric Network, and the Swiss 
Earthquake Database (Pagani, et al., 2014).

The appropriate amount of ground motion is determined 
by the application and predicted structural response. 
Foreshocks are classified as either near-field site or far-
field site ground motions, and the site-to-source distance, 
magnitude, spectral shape throughout the interest period 
range, and hazard curve at a period, T, are crucial 
variables for far-field sites. Near-field site considerations 
include spectral form and the potential for velocity pulses. 
Table I and Fig. 4 provide suggestions for selecting 
ground motion (Haselton, et al., 2012; SCEC, 2012; USGS 
Earthquake, n.d.).

Figs. 5-7 provide suggestions for scaling ground motion 
with recordings scaled to the elastic response spectrum. In 
an effort to align the previous records (Table I) with the 
building location and site class, SiesmoMatch software 
(SEiSMOSOFT, 2023) used to match the chosen ground 
motion data in accordance with the intended target response 
spectrum using 5% damping, short periods spectral 
acceleration Ss = 0.6 g, and (1 s) period spectral acceleration 
S1 = 0.2 g as per Iraqi seismic code 2017.

B. Simulations Methods
The NDA and time history analysis (THA) simulation 

methods have their unique advantages and limitations. 
The choice of simulation method depends on the specific 
characteristics of the structure, the level of accuracy required, 
and the available resources. These simulation methods 
are critical tools for engineers in assessing the seismic 
vulnerability of structures and developing strategies to 
enhance their seismic performance. Non-linear static analysis 
(NSA) has been employed in various studies such as those 
by Mosalam, et al. (1997), Di Ludovico, et al. (2013), Lee, 
et al. (2014), and Lee and Moon (2014). Other simulation 
methods such as non-linear THA (NL THA) have been 
utilized in studies by Aiswarya and Mohan (2014), Farsangi, 
et al. (2014), and Wang and Rosowsky (2014). IDA has also 
been employed in studies by Charalambos, et al. (2014), 
Raghunandan, et al. (2014), Dolsek (2009), Vamvatsikos and 
Fragiadakis (2010), and Sudret, et al. (2014).

Fig. 3. Outlines and summarizes the methodology of current study.
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TABLE I
Ground Motion Records

Description 1940 El Centro earthquake 
(Imperial Valley-02)*

1995 Great Hanshin 
earthquake (Kobe Japan)*

1999 İzmit earthquake 
(Kocaeli, Turkey)*

UTC time 1940 May 19 1995 January 16 1999 August 17
Magnitude, Mw 6.9 7.3 7.6
Duration, s 39.48 20 37
Depth, km 16 17.6 15
Epicenter 32.733N 115.5W 34.59N 135.07E 40.748N 29.864W
Type Strike-slip Strike-slip Strike-slip
Area affected United State, Mexico Japan Turkey
Total damage $6 million $200 billion $3-8.5 billion
Maximum intensity X (extreme) by Modified 

Mercalli Scale
XII (extreme) by Modified 
Mercalli Scale

X (extreme) by Modified 
Mercalli Scale

Causalities 9 dead 20 injured 6434 dead 43792 injured 18373 dead 48901 
injured

PGA (g) 0.281 0.233 0.136
PGA: Peak ground acceleration

Non-linear IDA (NL-IDA)
The behavior of a given structure when subjected to 

seismic excitations of varying intensity, including expected 
structural response, failures, and losses, is examined through 

IDA. The NL-THA (NL-IDA) approach provides more 
precise outcomes regarding how the structure would react 
to seismic activity. PGA, also known as PGA, is the most 
commonly utilized parameter. The relationship between the 
IDR and the intensity of the ground motion can be leveraged 
to produce IDA curves, which are referenced in many seismic 
codes (ASCE, 2016, FEMA 273, 1997) require a minimum 
of three or seven sets of ground motions. As a result, three 
sets of powerful ground movements for each model were 
employed in this work, and they were chosen from the NGA 
website of the (Berkeley, n.d.,). Table II contains statistics on 
the ground motions which subsequently scaled from 0.1 g to 
1.5 g in accordance with the intended target spectrum.
SFGC

A fragility curve is a mathematical function that depicts 
the probability of a structure exceeding a particular level of 
damage, given a specific ground motion intensity parameter 
such as PGA or spectral acceleration (SA). The curve 
provides an estimate of the probability of different levels 
of damage for a given ground motion intensity and it is 
often used in seismic risk analysis to evaluate the seismic 
vulnerability of structures. The maximum roof displacement 
can be divided by the overall height of the building (92 m) 
to determine the % drift, as specified in Eq. (1).

Roof displacement% Drift = 100 
Building height 

×  (2)

Fig. 4. Acceleration (g) of studied ground motions.

Fig. 5. Fourier transform spectra.

Fig. 6. Velocity (cm/s) of studied ground motions.

Fig. 7. Displacement (cm/s) of studied ground motions.
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The probability of damage (P [D/PGA]) is represented as 
a function of the logarithm of the ground motion intensity 
parameter (PGA), with mean (µ) and standard deviation (Φ) 
parameters determining the shape of the curve. The fragility 
curve equation can be written as follows:

( )ln  DP 100 
PGA  σ

−  = Φ ×  

PGA µ
 (3)

Where: Φ is the standard normal cumulative distribution 
function, σ and µ are the mean value and standard deviation 
of logarithm PGA, and D is the damage state. The fragility 
curve is typically plotted on a graph, with the PGA values 
on the x-axis and the probability of exceeding a certain 
damage level on the y-axis. Damage levels are often 
expressed as a percentage of the structure’s replacement 
cost, and several damage levels are typically evaluated, 
such as 0.5%, 1%, 1.5%, 2%, and 2.5% (Xue, et al., 2008; 
Ibrahim and El-Shami, 2011).

III. Case Study
This study examines the Pearls Towers project, which is 

situated on the west side of the Empire World on a 100-m 

road, Erbil, with a total area of 234,000 square meters. The 
building has a reinforced concrete structure with 30 floors, 
including 25 residential floors, two commercial floors, and 
three underground parking floors. The typical floors have an 
interstorey height of 3.0 m, while the basement and parking 
levels have a height of 4.0 m, resulting in a total building 
height of 95 m. The building columns have dimensions of 
C1 (60 × 170) cm reinforced with 24φ20 + 4φ25 corners, 
C2 (50 × 150) cm reinforced 24φ20 + φ25 corners, and 
C3 (70 × 180) cm reinforced 28φ20 + φ25 corners, while the 
beams are 50 × 55 cm, 50 × 75 cm, and 60 × 55 cm, with a 
slab thickness of 20 cm as shown in Fig. 8. The concrete has 
a compressive strength of 50 MPa for the entire structure, 
while the steel reinforcement has a yield stress of 420 MPa. 
A 3D model of the structure is created to perform structural 
analysis, including the effects of seismic and gravity loads, 
which include dead loads and live loads as shown in Table 
II per ASCE7-16. The findings are then utilized to establish 
the performance point of the building through control values.

IV. Results and Discussion
A. IDA
To evaluate the seismic performance of the structure up to 

the point of collapse, three different earthquake records used 
to generate IDA curves as shown in Fig. 9. To do this, it is 
used NL-THA software to analyze each ground motion and 
plotted the IDA curves using PGA as the IM and interstorey 
drift % as the damage measure.

Gradually, it increased the IM of PGA in 0.1 g increments 
until it reached 1.5 g. At this point, the analysis was stopped 
due to the structures’ dynamic instability. The tower’s 
performance point was evaluated using five performance 
levels that were represented by vertical gridlines at drifts of 
0.5%, 1%, 1.5%, 2%, and 2.5%.

To assess the structure, three cases with different ground 
motion intensities use as shown in Table I and Figs. 4-7. 
Refer to Fig. 9 in Case 1 had a strong ground motion 
intensity of 0.281 g PGA, Case 2 had an intermediate ground 

Fig. 8. Plan and isometric view of the building.

Table II
Summarized Floor Loads

Load description Value
Dead load

• Finishing
• Partition walls
• Mechanical, electrical and plumbing

2.5 kPa
2.0 kPa
0.5 kPa

Live load
• Private rooms
• Balcony = 1.5*1.92
• Corridor
• Bathrooms
• Staircase
• Elevator access

1.92 kPa
2.90 kPa
4.79 kPa
2.87 kPa
4.79 kPa
4.79 kPa
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motion intensity of 0.233 g PGA, and Case 3 had a low 
ground motion intensity of 0.136 g PGA.

The analysis revealed that the building exceeded the DC 
performance limit of 1.5% and was close to the collapse limit 
margin for Cases 1 and 2, with IDRs of 1.8% and 1.64%, 
respectively. In other words, the building would experience 
significant structural damage in these scenarios.

However, in Case 3, the building was able to maintain 
its operational performance level during a low-intensity 
earthquake with an IDR of only 1.0% at a PGA of 1.4 g. 
This means that the building would experience little to 
no structural damage and would continue to function 
normally in this scenario. Overall, the IDA analysis 
revealed important information about the building’s seismic 
performance and helped to identify the performance limits 
of the structure.

B. SFGC
Fig. 10 presents that the study illustrates the outcomes of 

the simulation models used. The purpose of the study was to 
examine the performance of buildings under varying ground 
motion conditions. The performance levels considered in this 
study were IO, DC, and CP.

This study found that the probability of achieving the 
IO performance level during weak ground vibrations 
(PGA = 0.2 g) is only 5%. This indicates that the building’s 
occupants may experience discomfort and some non-
structural damage during this level of ground motion.

However, for strong ground motion with PGA > 4.0 g, 
the probability of reaching or exceeding the IO performance 
level is 60%. This means that the building can accommodate 
its occupants with little to no damage during these high-
intensity ground vibrations.

In terms of achieving the DC performance level, the study 
found that for a building equivalent to 1.2 g, the probability 
of reaching or exceeding the DC performance level is 70%. 
This suggests that some damage to non-structural elements 
may occur, but the building’s structural integrity remains 
intact. In addition, if the building is exposed to PGA = 2.5 g, 
there is an almost 80% probability of reaching or exceeding 
the DC performance level.

Furthermore, this study examined the CP performance 
level, which represents the highest level of performance that 
a building can achieve. The study found that there is a 60% 
chance of achieving or exceeding the CP level with highly 
intense ground vibrations with PGA = 1.6 g. This indicates 
that both the structural and non-structural components of the 
building are significantly deteriorating, and the building may 
be at risk of collapsing.

To summarize, the study provides insights into the 
performance of buildings under varying ground motion 
conditions. The fragility curve input and output generated 

Fig. 10. Seismic fragility curve of the building considering 5 level of 
damages.

Fig. 9. Incremental dynamic analysis curve for the record data.

Fig. 11. Flow chart of generating fragility curve.
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TABLE III
The Fragility Curve Input

Total number of load intensities analyzed 15
Intensity label Acc
Intensity unit g

Intensity No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Acc (g) 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5
Number of analysis performed in each intensity 3
Engineering demand parameter (EDP) considered Drift
EDP unit %
Total number of performance levels considered 5
Performance level OP IO DC LS CP
Drift limit (%) 0.5 1 1.5 2 2.5
Acc (g) Drift (%) Ln (Drift)
0.1 0.16 −1.832581
0.1 0.37 −0.994252
0.1 0.07 −2.65926
0.2 0.33 −1.108663
0.2 0.73 −0.314711
0.2 0.14 −1.966113
0.3 0.49 −0.71335
0.3 1.1 0.09531
0.3 0.21 −1.560648
0.4 0.65 −0.430783
0.4 1.46 0.378436
0.4 0.28 −1.272966
0.5 0.82 −0.198451
0.5 1.83 0.604316
0.5 0.35 −1.049822
0.6 0.98 −0.020203
0.6 2.2 0.788457
0.6 0.42 −0.867501
0.7 1.15 0.139762
0.7 2.55 0.936093
0.7 0.491 −0.711311
0.8 1.31 0.270027
0.8 2.92 1.071584
0.8 0.561 −0.578034
0.9 1.47 0.385262
0.9 3.3 1.193922
0.9 0.632 −0.458866
1 1.64 0.494696
1 3.65 1.294727
1 0.701 −0.355247
1.1 1.8 0.587787
1.1 4.1 1.410987
1.1 0.771 −0.260067
1.2 1.96 0.672944
1.2 4.4 1.481605
1.2 0.841 −0.173164
1.3 2.12 0.751416
1.3 4.71 1.549688
1.3 0.91 −0.094311
1.4 2.3 0.832909
1.4 5.11 1.631199
1.4 0.98 −0.020203
1.5 2.47 0.904218
1.5 5.48 1.701105
1.5 1.05 0.04879
Standard 
deviation

1.4159

Ln of standard 
deviation

1.0139

OP: Operational phase, IO: Immediate occupancy, DC: Damage control, LS: Life safety, 
and CP: Collapse prevention

from the simulation models is presented in the Tables III 
and IV that provided, which can be used to guide design 
decisions for buildings in areas with high seismic activity. 
Fig. 11 illustrates the finding of fragility curve.

V. Conclusion

SFGCs are essential tools for assessing the potential 
performance of structures under earthquake loading. In this 
study, the SFGCs were developed for dual system buildings in 
Erbil city using IDA. The fragility curves were developed for 
various LSs, including immediate occupancy, life safety, and 
CP, using the probability of exceedance of a given EDP given 
the level of an IM. It can be concluded that the building under 
Weak ground vibrations (PGA = 0.2g) have a low probability 
(5%) of achieving the maximum performance level, resulting 
in discomfort and some non-structural damage. Results from 
IDA show that walls fail at PGA values 5–6 times their design 
PGA in frame-equivalent systems. Strong ground motion 
(PGA > 4.0 g) has a higher probability (60%) of meeting the 
performance level, ensuring minimal damage and occupant 
safety. For the DC performance level, a building equivalent to 

TABLE IV
The Fragility Curve Output

Acc Fragility for limit states of drift at

IO 0.5 (%) OP 1 (%) DC 1.5 (%) LS 2 (%) CP 2.5 (%)
0.0100 0.03 0 0 0 0
0.1333 20.21 6.45 2.76 1.39 0.77
0.2667 44.05 20.23 10.87 6.46 4.12
0.4000 59.90 33.25 20.25 13.21 9.07
0.5333 70.36 44.08 29.16 20.25 14.62
0.6667 77.49 52.85 37.13 27.02 20.26
0.8000 82.51 59.93 44.10 33.28 25.71
0.9333 86.16 65.68 50.15 38.97 30.85
1.0667 88.86 70.39 55.39 44.11 35.63
1.2000 90.91 74.27 59.94 48.73 40.05
1.3333 92.50 77.51 63.91 52.88 44.12
1.4667 93.74 80.23 67.37 56.60 47.86
1.6000 94.73 82.53 70.40 59.96 51.28
1.7333 95.53 84.49 73.07 62.98 54.43
1.8667 96.18 86.17 75.43 65.71 57.31
2.0000 96.71 87.62 77.53 68.17 59.97
2.1333 97.15 88.88 79.39 70.41 62.41
2.2667 97.52 89.97 81.05 72.45 64.66
2.4000 97.83 90.93 82.55 74.30 66.73
2.5333 98.09 91.77 83.88 75.99 68.65
2.6667 98.32 92.51 85.09 77.54 70.42
2.8000 98.51 93.17 86.18 78.95 72.06
2.9333 98.67 93.75 87.17 80.25 73.59
3.0667 98.82 94.28 88.07 81.45 75.00
3.2000 98.94 94.74 88.88 82.55 76.32
3.3333 99.05 95.16 89.63 83.57 77.54
3.4667 99.14 95.54 90.31 84.51 78.69
3.6000 99.22 95.88 90.93 85.38 79.75
3.7333 99.30 96.18 91.51 86.19 80.75
3.8667 99.36 96.46 92.03 86.94 81.68
4.0000 99.42 96.72 92.52 87.64 82.56
OP: Operational phase, IO: Immediate occupancy, DC: Damage control, LS: Life safety, 
and CP: Collapse prevention
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1.2g has a 70% chance of meeting the level, with some non-
structural damage but overall structural integrity. Exposure to 
PGA = 2.5g increases the probability to nearly 80%.

The CP performance level, representing the highest 
level, has a 50% chance of being met with PGA = 1.6g, 
indicating significant deterioration and collapse risk for both 
structural and non-structural components. This indicates that 
the structural components of the building are significantly 
strong enough to resist up to about 6 times of designed 
target spectrum. The developed fragility curves are unique 
to each building due to the specific fragility analysis carried 
out for each building. The results indicated that the seismic 
performance objectives of dual system buildings designed 
according to the current local codes can be achieved with 
good reliability. The fragility curves developed in this 
study provide valuable insights for improving the seismic 
performance of dual system buildings in Erbil city and can 
serve as a foundation for further research in this area.
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Our mission is to uphold the principles of academic ethics and integrity while providing an inclusive and accessible 

platform for researchers to publish their original works. Aro is committed to fostering interdisciplinary collaboration, 

encouraging innovative ideas, fostering intellectual growth and nurturing a vibrant research community. Our mission 

is to nurture a vibrant research community, encourage interdisciplinary collaboration, and promote the dissemination 

of research findings that have the potential to transform society. 

 

Values: 

At Aro, we are guided by a set of core values that shape our journal's ethos and operations: 

 

 Academic Ethics: Aro upholds the highest standards of academic ethics, ensuring fairness, transparency, and 

integrity in all aspects of our publication process. We promote responsible research conduct and respect for 

intellectual property rights. 

 Open Access: We strongly believe in the principles of Open Access, providing free and unrestricted access to 

knowledge. By removing barriers, we aim to maximize the global impact of research and foster collaboration 

among researchers worldwide. 

 Quality and Excellence: Aro is dedicated to maintaining excellence in research publication. Our stringent 

peer-review process ensures the selection of high-quality, original research that contributes to the body of 

knowledge and advances scientific understanding. 

 Diversity and Interdisciplinary: We embrace diversity across disciplines, encouraging interdisciplinary 

research to address complex challenges from multiple perspectives. Aro promotes cross-fertilization of ideas 

to foster innovation and creativity. 

 Global Outreach: Aro aspires to have a global reach, facilitating the dissemination of research findings to a 

wide audience. We aim to connect researchers from different regions, promoting knowledge exchange and 

collaboration. 

 Supporting Researchers: We are committed to supporting researchers in their scholarly endeavours. Aro 

provides constructive feedback to authors, guiding them in improving their work and enhancing its impact. 

 Accessibility: Aro strives to be accessible to researchers from all backgrounds, offering a user-friendly 

platform that enables seamless submission and interaction with the journal. 

 

By adhering to our vision, mission, and values, Aro - The Scientific Journal of Koya University is dedicated to making 

significant contributions to the academic community, enhancing the visibility of research, and contributing to the 

betterment of society as a whole. 

 

AIMS AND SCOPE OF ARO JOURNAL 

ARO Journal is dedicated to publishing influential papers that significantly advance scientific understanding within 

their respective fields or across interdisciplinary boundaries. As an Open Access, double-blind peer-reviewed scholarly 

journal, ARO Journal focuses on articles in the field of Sciences and Engineering, promoting the dissemination of high-

quality research. 

 

The journal accepts various types of submissions, including Original Research Articles, Review Articles, and Letters 

to the Editor, all of which undergo rigorous evaluation. ARO Journal evaluates articles based solely on objective criteria 

related to scientific and methodological soundness, without any subjective determinations. 
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ARO Journal adheres to the highest standards in all aspects of its operations. The publication places great emphasis on 

research integrity, maintaining high ethical standards, conducting constructive peer review, ensuring exemplary 

production quality, and utilizing cutting-edge online functionality for an enhanced reader experience. 

 

Please note that ARO Journal does not accept pre-submission inquiries. However, if you have any doubts regarding 

whether your article aligns with our Scope, please feel free to contact us at aro.journal@koyauniversity.org. Our team 

will be happy to assist you. 

 

ARO JOURNAL HISTORY 

The journey of Aro is marked by transformative moments and the unwavering commitment of key individuals who 

have shaped its evolution. In 2012, under the visionary leadership of Dr. Dilan Majid Rostam, the Vice President for 

Scientific Affairs (Feb 2012 - Feb 2016), Koya University's publication policies underwent significant changes. 

Recognizing the need for specialized and targeted research dissemination, an innovative concept was introduced to the 

University Council: splitting the multidisciplinary journal into two distinct publications, one focused on humanities 

and social sciences and the other on multidisciplinary sciences and engineering. This strategic division aimed to elevate 

the quality and impact of research publications within the university and led to the birth of Aro - The Scientific Journal 

of Koya University. 

 

Since its establishment in 2013, Aro has remained steadfast in its pursuit of a global influence within the academic 

community. Cognizant of past challenges faced in local academic publication, Aro took pioneering measures to align 

with international publication guidelines. Implementing frameworks like ISSN, DOI, DOAJ, OJS, and COPE, the 

journal ensured the utmost professionalism and ethical practices, raising its standards to meet the global expectations 

of scholarly publishing. 

 

Guided by a passionate and proactive editorial board, Aro has flourished as a reputable platform for scientific discourse 

and knowledge dissemination. Their commitment to advancing scholarly contributions and upholding rigorous research 

practices has been instrumental in the journal's success. Aro attained indexing in the Emerging Sources Citation Index 

(ESCI) in 2016 and achieved an Impact Factor of 0.6 as of July 2023. 

 

As we reflect on the history of Aro, we extend our profound appreciation to those who have led the journal, particularly 

Prof. Salah Ismaeel Yahya, a valued member of the Executive Editors and Head of the Management office. With their 

continued stewardship, Aro will remain at the forefront of scientific publishing, fostering a culture of excellence and 

innovation. We invite you to explore the archives of the journal and join us in celebrating the 10th Anniversary of Aro 

(2013-2023). 

 

ARO EXECUTIVE EDITORS 

Aro's Executive Editorial Board (EEB) consists of renowned experts within the relevant subject areas. With extensive 

experience, they uphold the highest standards of editorial excellence and integrity. Regularly convening, the EEB 

meticulously reviews submitted articles, evaluating scientific merit, relevance, and adherence to publication guidelines. 

Authors receive constructive feedback to enhance their manuscripts. Aro strictly follows the Guidelines for Editorial 

Board Participation, ensuring an independent and impartial EEB committed to editorial ethics. Transparency and 

fairness are integral to the decision-making process. The EEB's expertise and dedication play a vital role in maintaining 

Aro as a leading international journal in its field. 
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Mohammed H. S. Zangana (Executive Publisher) is an esteemed academic who holds a 

prominent position as the President of Koya University since June 2022. With a remarkable 

tenure as a member of the Petroleum Engineering Department's teaching staff since 2004, Dr. 

Zangana brings extensive expertise to his role. He completed his Ph.D. at the University of 

Nottingham, focusing on Multiphase Flow for oil and gas production, with his research project 

being part of the TMF funded by prestigious oil and gas companies like BP Exploration, 

Chevron, ExxonMobil, Petrobras, PETRONAS, Shell, Statoil, and TOTAL. During his M.Sc. 

studies at the University of Baghdad, Dr. Zangana specialized in Natural Gas processing, deepening his understanding 

of the field. Actively engaged in research, he has made significant contributions in multiphase flow, natural gas 

processing, renewable energy, and environmental studies, resulting in numerous publications in renowned journals and 

international conferences. His research endeavours have been recognized with several international grants, further 

highlighting his dedication to advancing knowledge in his areas of expertise. Dr. Zangana's outstanding leadership and 

academic achievements make him an invaluable asset to Koya University, driving its commitment to excellence and 

innovation in the realm of Petroleum Engineering and beyond.  

[e-mail: mohammed.zangana@koyauniversity.org] 

 

 

 

Dilan M. Rostam (Editor-in-Chief and Manager) feels deeply honoured to serve as the 

visionary Editor-in-Chief of this prestigious journal. His unwavering commitment to 

transforming higher education and fostering student-centred learning ignited the creation of Aro 

in 2013. Together with a dedicated editorial team, they aspired to establish Aro as a globally 

recognized publication dedicated to promoting quality and innovative research within the region 

and beyond. Driven by an insatiable curiosity for knowledge, Dilan pursued his educational 

journey at Chalmers University in Sweden, where he earned both his B.Sc. and M.Sc. in Civil 

Engineering/Structural. Fuelling his passion, he embarked on a Ph.D. in Civil/Structural 

Engineering at the University of Nottingham, United Kingdom, where he pioneered a revolutionary platform for virtual 

collaborative design in the AEC Industry. Throughout his illustrious career, he has held key positions, including Vice 

President for Scientific Affairs and Assistant Professor at Koya University's Department of Architectural Engineering. 

An ardent advocate of e-Smart and digital transformation concepts, he spearheaded the establishment of the ZankoLine 

nationwide system for student admission to universities in the Kurdistan Region of Iraq in 2011.  

Dilan's relentless efforts in championing e-Smart campuses and digital literacy have played a pivotal role in elevating 

Koya University to the top-ranked University in the Region in 2016. Currently serving as a senior lecturer and esteemed 

researcher at the University of Duhok, he is steadfast in utilizing his vast knowledge and expertise to support and propel 

Aro in its ambitious endeavours. With Dilan M. Rostam at the helm, Aro stands poised to reach new heights, shaping 

the landscape of scientific publishing and driving impactful research in the academic world.  

[e-mail: dilan.rostam@koyauniversity.org] 
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Salah I. Yahya (Executive Editor and Managing Director) is an esteemed Professor who 

joined the prestigious Department of Software Engineering at Koya University in 2010. With 

an impressive academic background, he holds a B.Sc. in Electrical Engineering, an M.Sc. in 

Electronics and Communication Engineering, and a Ph.D. in Communication and Microwave 

Engineering. His passion for research and scholarly excellence is evident through his active 

involvement in various professional organizations, including being a Senior member of the 

IEEE-USA, Consultant at the Iraqi Engineering Union, and a member of AMTA-USA and 

SDIWC-Hong Kong. Professor Yahya's expertise and reputation extend far beyond academia, 

as he serves as a regular reviewer for esteemed publications like the Electromagnetics Academy in Cambridge, USA, 

PIERS Journals, Science and Engineering of Composite Materials journal, and International Journal of Applied 

Electromagnetics and Mechanics. Additionally, he contributes significantly to the advancement of knowledge through 

over 100 ISI & Scopus published papers, solidifying his position as a distinguished researcher. At present, Salah I. 

Yahya's dedication to the field is further exemplified by his role as the Full-time Managing and Executive Editor of 

ARO Journal. His diverse research interests encompass a wide range of topics, including antennas, EM wave 

propagation, microwave passive components, electromagnetic compatibility, and artificial neural networks (ANN). His 

impactful contributions and commitment to academic excellence make him an invaluable asset to the Aro editorial 

team. [e-mail: salah.ismaeel@koyauniversity.org] 

 

 

Fahmi F. Fariq (Executive Editor), an Assistant Professor at the esteemed Department of 

Physics, Koya University, is a leading expert in the realm of solar energy. His academic journey 

led him to earn a Ph.D. degree in Solar Energy from the prestigious University of Malaya, where 

he further honed his skills through postdoctoral research. With an unwavering passion for solar 

energy, Fahmi has left an indelible mark in the scientific community, publishing an impressive 

82 research papers in esteemed international journals. Such prolific contributions have earned 

him a notable H-index of 22, a testament to his exceptional expertise and dedication. Fahmi's 

commitment to advancing scientific knowledge is evident through his active memberships in 

the International Solar Energy Society (ISES) and the International Association of Advanced Materials (IAAM). 

Embracing a multifaceted role, he has also been serving as an Executive Editor for ARO-The Scientific Journal of 

Koya University since 2014, where he continues to contribute significantly to the dissemination of cutting-edge 

research. Fahmi's research interests span a wide range of aspects within solar energy, particularly in the realms of solar 

cells and metamaterials. His innovative contributions and unwavering dedication to driving progress in the field make 

him an invaluable asset to the academic community at Koya University and beyond.  

[e-mail: fahmi.fariq@koyauniversity.org] 

 

 

Wali M. Hamad (Executive Editor), an eminent and accomplished Professor in the department 

of Chemistry at Koya University, boasts a remarkable academic journey. His Ph.D. degree in 

physical chemistry, with a focus on liquid crystal research, was earned from the prestigious 

University of Baghdad in 2001. Dr. Hamad's exceptional leadership skills and dedication to 

education were evident during his tenure as the President of the Koya Technical Institute from 

May 2004 to November 2010, where he also led the Department of Oil Refinery for a year. 

Additionally, he served as the President of Koya University and Executive Publisher of Aro 

from 2015 to 2022, contributing significantly to the growth and development of both 

institutions. Dr. Hamad played a pivotal role in the establishment of the College of Science at Koya University, leaving 

mailto:salah.ismaeel@koyauniversity.org
mailto:fahmi.fariq@koyauniversity.org
mailto:fahmi.fariq@koyauniversity.org
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an enduring impact on the academic landscape. As an active member of the Teacher Federation and the Physics and 

Chemistry Society of Kurdistan, his commitment to the advancement of scientific knowledge is unwavering. Dr. 

Hamad's profound expertise is evident in his extensive research contributions, encompassing fields such as physical 

chemistry, advanced thermodynamics, and cultural science and politics. His scholarly works have been published in 

esteemed national and international journals and magazines. As a valued member of the Aro editorial team, Dr. 

Hamad's wealth of knowledge and expertise continues to enrich the journal's scientific discourse, leaving an indelible 

mark in the academic world. [e-mail: wali.hamad@koyauniversity.org] 

 

 

 

Jorge Correia (Executive Editor), is a highly accomplished scholar with a profound dedication 

to the fields of architecture and urban studies. Holding a degree in Architecture and a Ph.D. from 

the University of Porto, Portugal, he has made significant contributions to research projects and 

scientific commissions. His extensive publication record includes impactful articles, book 

chapters, and conference papers. Prof. Correia's expertise has earned him invitations to deliver 

lectures and teach at renowned institutions worldwide, including UFRJ and UFES in Brazil, UJI 

in Spain, and Koya University in Kurdistan, Iraq. Currently serving as a Professor at the School 

of Architecture, Art and Design/University of Minho in Guimarães, he also acts as the Deputy Director of the 

Landscape, Heritage and Territory Lab (Lab2PT), overseeing various Master and Ph.D. theses. Prof. Correia's 

leadership was demonstrated during his presidency of the European Architectural History Network (EAHN) from 2020 

to 2022. His research interests encompass the architectural and urban aspects of European colonial expansion, the 

cultural dimensions of heritage, and the study of traditional Islamic cities and their representation. With his extensive 

international experience and expertise, Prof. Correia is a valuable member of the Aro editorial team, bringing a unique 

perspective to the field of architecture and urban studies. [e-mail: jorge.correia@arquitetura.uminho.pt] 

 

 

 

Nadhir Al-Ansari (Executive Editor), is a highly accomplished Professor at Luleå University 

of Technology in Sweden, where his expertise in Civil, Environmental, and Natural Resources 

Engineering shines. With an illustrious academic journey, he earned his B.Sc. and M.Sc. degrees 

from the esteemed University of Baghdad and went on to achieve a remarkable PhD in Water 

Resources Engineering from Dundee University. Throughout his distinguished career, Nadhir's 

contributions to the fields of Geology, Water Resources, and Environment have been truly 

exceptional. His extensive research portfolio boasts over 900 articles published in prestigious 

international and national journals, alongside 22 books and book chapters. His impact reaches 

far beyond borders, as he has successfully led more than 60 major research projects spanning Iraq, Jordan, Sweden, 

and the UK. Committed to nurturing the next generation of researchers, Nadhir has expertly supervised over 70 

postgraduate students across various universities worldwide. His dedication to scientific and educational excellence 

has been recognized through numerous accolades, including the prestigious British Council's top 5 scientists in Cultural 

Relations award. As a distinguished member of renowned scientific societies, such as the International Association of 

Hydrological Sciences and Chartered Institution of Water and Environment Management, Nadhir serves on the 

editorial boards of 42 esteemed international journals. His boundless expertise and unwavering commitment continue 

to drive remarkable advancements in his field, making him a true trailblazer in the academic world.  

[email: nadhir.alansari@ltu.se]  
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Fouad Mohammad (Executive Editor), is an esteemed Senior Lecturer at the esteemed School 

of Architecture Design and the Built Environment, Nottingham Trent University, United 

Kingdom. His passion for education shines through as he imparts his vast knowledge in structural 

analysis to undergraduate Civil Engineering and Building Surveying students, and advanced-

level courses for postgraduate Civil Engineering students. Moreover, his dedication to nurturing 

future scholars is evident in his active involvement in supervising the research work of B.Sc., 

M.Sc., and Ph.D. Civil Engineering students. Dr. Mohammad's exceptional teaching skills have 

earned him the prestigious Teacher of the Year award from his university in 2022, a testament to his outstanding 

commitment to education. His research expertise spans diverse areas, including the analysis and design of steel and 

reinforced concrete structures, finite element methods in structural and solid mechanics, railway track foundation, and 

soil-structure interaction. Through his invaluable contributions to academia and research, Dr. Mohammad significantly 

enhances the field of structural engineering and plays a vital role in the continued success of the esteemed Aro journal. 

[e-mail: fouad.mohammad@ntu.ac.uk] 

 

 

 

Jacek Binda (Executive Editor), is an accomplished Associate Professor at the esteemed 

Bielsko-Biala School of Finance and Law in Poland. His academic journey is distinguished by 

a Ph.D. degree from the Department of Electronics and Information Technology at Warsaw 

University of Technology, coupled with an MD degree from the Department of Automatic 

Control, Electronics, and Computer Science at Silesian University of Technology. Dr. Binda's 

extensive expertise reaches far beyond the classroom, as he actively contributes to various 

European centres, commissions, and organizations. His dedication to advancing knowledge is 

evident in an impressive track record of scientific publications, reflecting his unwavering 

commitment to excellence. In recognition of his exceptional leadership and expertise, Dr. Binda currently serves as the 

esteemed Vice Rector at the Bielsko-Biala School of Finance and Law. Aro journal is privileged to have the valuable 

expertise of Dr. Jacek Binda as a valued member of its esteemed editorial team, contributing to the journal's pursuit of 

academic excellence and impactful research. [email: jbinda@wsfip.edu.pl] 

 

 

 

Howri Mansurbeg (Executive Editor), an esteemed Professor in Petroleum Geoscientist, 

brings a wealth of expertise to the field, specializing in diagenesis, sequence stratigraphy, and 

reservoir characterization of siliciclastics and carbonates. With a Ph.D. from Uppsala 

University, Sweden, earned in 2007, Mansurbeg is deeply immersed in hydrocarbon exploration 

and exploitation, particularly in carbonate reservoirs within the Kurdistan Region of Iraq and 

the United Arab Emirates. Employing an integrated multidisciplinary approach in his research, 

he has left a profound impact on the industry, collaborating with various international oil 

companies in Europe and the US. Over the past 15 years, he has contributed significantly to 

numerous technical reports and research articles, showcasing his dedication to advancing the field. Mansurbeg's 

academic and managerial journey spans prestigious institutions in Europe and the Kurdistan Region of Iraq, a testament 

to his remarkable career trajectory. Currently serving as an Adjunct Professor at the School of the Environment in the 

University of Windsor, Canada, his passion for petroleum geoscience continues to drive groundbreaking discoveries. 

Aro is deeply honoured to have the distinguished presence of Prof. Howri Mansurbeg as a valued member of its 

esteemed editorial team. [email: howri.mansurbeg@uwindsor.ca] 

mailto:fouad.mohammad@ntu.ac.uk
mailto:jbinda@wsfip.edu.pl
mailto:howri.mansurbeg@uwindsor.ca
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Tara F. Tahir (Executive Editor), is a senior lecturer of Electroanalytical Chemistry at the 

Faculty of Science and Health, Koya University. She holds a Ph.D. in Environmental 

Electrochemistry from Universiti Sains Malaysia. With expertise in sensors, electrochemistry, 

and analytical techniques, Dr. Tahir's research focuses on developing innovative sensor 

technologies and applying electrochemical methods to environmental analysis. Her 

contributions to the field are evident through her extensive publication record and active 

participation in scientific conferences and collaborations. As an Editorial Board member of Aro, 

Dr. Tahir plays a vital role in upholding the journal's mission of promoting high-quality 

scientific research. Her dedication and expertise contribute to Aro's reputation as a leading platform for cutting-edge 

research. We are honored to have Dr. Tara F. Tahir as part of the Aro team, and we appreciate her invaluable 

contributions to the field of Electroanalytical Chemistry. [email: tara.fuad@koyauniversity.org].  

 

 

 

Basim M. Fadhil (Executive Editor) is an esteemed Professor at the Department of 

Automotive Technology in Erbil Polytechnic University, located in the Kurdistan Region of 

Iraq. With a strong academic background, he holds a Ph.D. degree in Mechanical Engineering 

from the University of Technology (2000), an M.Sc. degree in Mechanical Engineering from 

the University of Technology (1993), and a B.Sc. degree in Mechanical Engineering from the 

University of Technology (1985). In addition to his impressive qualifications, Prof. Fadhil 

completed a Post-doctorate at the University of Nantes in France in 2018. Throughout his 

career, he has supervised numerous M.Sc. theses and has published a significant number of 

research articles in indexed international journals. Prof. Fadhil's research interests encompass a wide range of topics 

including the behaviour of composite materials under impact load, mechanical and thermal behaviour of materials, 

fracture mechanics of materials, and materials modelling and analysis using the finite element method (FEM). With 

his extensive expertise in these areas, Prof. Fadhil greatly contributes to the advancement of automotive technology 

and materials science. [e-mail: basim.fadhil@epu.edu.iq] 

 

 

 

Yazen A. Khaleel (Executive Editor), is a distinguished member of the Aro team, serving as 

a Professor in the Department of Software Engineering at Koya University. With a strong 

educational background, he holds a B.Sc. degree in electrical and electronics engineering 

(1995), an M.Sc. degree in Signal processing, and a PhD degree in Electronics and Digital 

Signal processing. Dr. Khaleel's expertise and contributions to the academic community are 

evident through his nine published journal articles and three conference papers. As a member 

of the Iraqi Engineers syndicate and the Kurdistan Engineering Union, he actively engages in 

promoting engineering excellence. Dr. Khaleel's specialization in software engineering allows 

him to bring valuable insights and knowledge to the field, fostering research and innovation. Aro is privileged to have 

Prof. Yazen A. Khaleel as part of its distinguished team, enriching the journal's academic endeavours.  

[email: yazen.adnan@koyauniversity.org]. 
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ARO ASSOCIATE EDITORS 

The Associate Editorial Board (AEB) of Aro plays a crucial role in shaping the publication's editorial policy and 

reviewing manuscripts. Once a submission is received, the Editor assesses its quality and assigns an Associate Editor 

with expertise in the relevant field. The Associate Editor then seeks feedback from expert reviewers, formulating a 

recommendation for the manuscript. The final decision is made by the Editor, and the Associate Editor maintains 

communication with the author until publication. Additionally, the Associate Editor actively contributes to the journal's 

multidisciplinary approach, exploring innovative ways to connect papers and may be invited to write editorial 

introductions. An ideal candidate for the position possesses excellent communication skills and a commitment to 

enhancing their discipline's representation within Aro, thus contributing significantly to the journal's high standards 

and multidisciplinary collaboration. The following academics are the current AEB of Aro.  

 
 

Hamed M. Jassim (Associate Editor), is a highly experienced academic and researcher in 

the field of natural resources engineering and management. Currently serving as a Professor 

at the Department of Natural Resources Engineering & Management at the University of 

Kurdistan Hewler in Erbil, he has held various leadership roles throughout his career. From 

1995 to 2002, Dr. Jassim served as assistant dean of the College of Engineering at Baghdad 

University, and later as assistant dean and acting dean of Al-Khawarizmi Engineering College. 

During his tenure at Koya University, he served as the head of the School of Petroleum & 

Chemical Engineering from 2010 to 2013. Dr. Jassim holds a G.C.E. from Dudley Technical 

College, a B.Sc. in Mining Engineering from Leeds University, and an M.Sc. and Ph.D. in Mining Engineering from 

Leeds University and Leoben School of Mines, respectively. He has published two textbooks and over 18 research 

papers and technical studies, both nationally and internationally. Dr. Jassim's expertise and contributions to the field 

make him a valuable member of the Aro editorial team. [e-mail: hamed.jassim@tiu.edu.iq] 

 

 

Sahar B. Mahmood (Associate Editor), is an esteemed Assistant Professor at the Department 

of Architectural Engineering and the director of the Heritage Conservation Research Program 

(HCRP) at Koya University. Her outstanding contributions in the field of architectural 

conservation have been recognized through prestigious honours, including the Weinberg 

Fellowship in Architectural History and Preservation from the Italian Academy at Columbia 

University and the SAH-GETTY International Program Grant from the Society of 

Architectural Historians (SAH) and the Getty Foundation. With a Ph.D. in Architectural 

Engineering focused on Heritage Conservation from the University of Baghdad, Sahar's 

research interests span various areas, such as conflict and post-conflict heritage, the preservation of religious and ethnic 

minority communities' heritage, Iraqi vernacular architecture, and the history of architecture. She has actively 

participated in international conferences, workshops, and initiatives dedicated to safeguarding endangered heritage in 

the Kurdistan Region. Sahar's commitment to architectural preservation extends beyond academia, as she serves as an 

editor for the Remembering Mosul website and has contributed to international teams working to protect threatened 

heritage. As a consultant architect, member of the Iraqi Engineers Union, and former councillor for the European 

Architectural History Network (EAHN), Sahar continues to make significant contributions to Aro's mission. [e-mail: 

sahar.basil@koyauniversity.org] 

mailto:hamed.jassim@tiu.edu.iq
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Ikbal M. Tahir (Associate Editor), is an accomplished academic with a strong background in 

agricultural research and teaching. With fifteen years of experience as a researcher at the State 

Board for Agricultural Research in Baghdad, followed by four academic years as a lecturer at 

the College of Agriculture in Koya University, Dr. Tahir currently holds the position of 

Assistant Professor in the Biology Department of the Faculty of Science and Health at Koya 

University since the 2012-2013 academic year. She earned her M.Sc. and Ph.D. degrees in 

Horticulture from Baghdad University, specializing in plant and post-harvest physiology. Dr. 

Tahir has made significant contributions to the field of agriculture through her extensive 

research work. With her expertise and dedication, she brings valuable insights and knowledge to the Aro journal, 

particularly in the realm of horticulture and plant physiology. [e-mail: ikbal.tahir@koyauniversity.org] 

 

 
Layth I. Abd Ali Daabel (Associate Editor) is an esteemed member of the Aro editorial team, 

serving as an Assistant Professor of Analytical Chemistry in the Chemistry Department at the 

Faculty of Science and Health. With a strong academic background, he joined Koya University 

in 2010 as an Assistant Lecturer. Dr. Daabel holds a B.Sc. degree in Chemistry from the 

College of Science at Kufa University, an M.Sc. degree in Analytical Chemistry from Al-

Mustansiriya University, and a Ph.D. degree in Analytical Chemistry from UTM in Malaysia. 

His notable contributions to the field include a patent and publications in renowned journals, 

as well as presentations at international conferences. Dr. Daabel's research interests lie in the 

areas of analytical chemistry, separation methods, trace metal analysis, magnetic 

nanoparticles, and pharmaceutical analysis. His expertise and commitment to advancing analytical chemistry make 

him an invaluable asset to the Aro editorial team. [e-mail: layth.imad@koyauniversity.org] 

 
 

 

Saddon T. Ahmad (Associate Editor), is a highly dedicated Professor of Nuclear Physics at 

Koya University, where he has been an integral member since 2006. His academic journey 

began in 1979, and he holds a B.Sc. degree in Physics from Baghdad University and obtained 

his Ph.D. in Nuclear Physics from Sussex University, UK, in 1989. Throughout his illustrious 

career, Saddon has demonstrated exceptional commitment and expertise in nuclear structure 

and reactions. His contributions to the field are evident in numerous articles published in 

collaboration with his research group. As a seasoned researcher, he conducted experimental 

work at the prestigious ILL Institute in Grenoble, France, during his Ph.D. studies. Saddon's 

dedication extends to guiding and teaching postgraduate students, with an impressive record of supervising thirteen 

Ph.D. and twelve M.Sc. holders across various Iraqi universities. He has also published over 30 journal articles and 

presented at three international conferences, further solidifying his reputation as a respected authority in nuclear 

physics. As a scientific reviewer for reputable international journals indexed by Clarivate Analytics with WOS-IF (Web 

of Science Impact Factor), Saddon continues to contribute significantly to the academic community.  

[e-mail: saddon.taha@koyauniversity.org] 
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Mohammad G. Faraj (Associate Editor), is a Professor at the Department of Physics, Koya 

University. He holds a Ph.D. degree in solar energy from the School of Physics, Universiti 

Sains Malaysia (USM). With extensive research experience, including a Post-Doctorate 

Fellowship from the University of Santiago de Compostela (USC), Spain, Dr. Faraj has made 

significant contributions to the fields of solar cells, thin films, nanotechnology, polymers, and 

photodetectors Heterojunction. His research endeavors are showcased through his publications 

in prestigious ISI and Scopus journals, as well as his active participation in international 

conferences. As a respected member of the academic community, Dr. Faraj's expertise and 

commitment to advancing scientific knowledge enrich the research landscape at Koya 

University. We are honoured to have Dr. Mohammad Ghaffar Faraj as a distinguished member of our team at Aro. [e-

mail: mohammad.ghaffar@koyauniversity.org]  

 

 

 

 

 

 

 

mailto:mohammad.ghaffar@koyauniversity.org


z � 

� 
"""' 

,.,._, 
=-

=-
cc: 

ICIC: """' 
,.,._, 

� 
en """' 
,.,._, 

cc: 
ICIC: 

ca.. 
ca.. 

INDEXED IN 

DOAJ 

� ZEITSCHRIFTEN 
�..,., DATENBANK 

((e) Scilit

�OCLC 

.._,) WorldCar 

SHERPA 
RoMEO 

-�'n• ScienceGate

OAJSE 

PKP 
PUBLIC 

K WLED E 

PROJECT 

ingenta 

Dimensions 

sci napse

R@AD 
DIRECTORY 

• 
OF OPEN ACCESS 

SCHOLARLY 
RESOURCES 

=• Microsoft�
Academic 

BASE publons ACADEMIA 



 


